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Abstract

In this paper, we study the homotopy groups of a shrinking wedge
X of a sequence tXju of non-simply connected CW-complexes. Using a
combination of generalized covering space theory and shape theory, we
construct a canonical homomorphism

Θ : πnpXq Ñ
¹
jPN

à
π1pXq{π1pXjq

πnpXjq,

characterize its image, and prove that Θ is injective whenever each uni-
versal cover rXj is pn� 1q-connected. These results (1) provide a charac-
terization of the n-th homotopy group of the shrinking wedge of copies
of RPn, (2) provide a characterization of π2 of an arbitrary shrinking
wedge, and (3) imply that a shrinking wedge of aspherical CW-complexes
is aspherical.
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1 Introduction

The shrinking wedge of a sequence X1, X2, X3, . . . of based spaces, which we
will denote as

�
jPNXj , is the usual one-point union

�
jPNXj but equipped with

a topology coarser than the weak topology. In particular, every neighborhood
of the wedgepoint x0 contains Xj for all but finitely many j P N. For example,
Em �

�
jPN S

m is the m-dimensional earring space, which embeds in Rm�1.
While fundamental groups of shrinking wedges of connected CW-complexes are
well-understood [13, 4], general methods for characterizing higher homotopy
groups remain elusive. It remains an open problem to establish an “infinite
Hilton-Milnor Theorem” that would provide a characterization of πnpEmq, n ¡
m.

In 1962, Barratt and Milnor proved that the rational homology groups of E2

are non-trivial (and even uncountable) in arbitrarily high dimension [1]. Com-
pare this with the fact that the reduced homology groups (with any coefficients)
of
�
jPN S

2 are only non-trivial in dimension 2. The apparently “anomalous”
behavior of E2 is due to the effect of natural, non-trivial, infinitary operations in
the higher homotopy groups πnpE2q, n ¡ 2 and the fact that standard homology
groups are only “finitely commutative.”

When local structures in a space allow one to form geometrically represented
infinite products in homotopy groups, standard methods in homotopy theory
fail to apply. Thus other methods, e.g. shape theory [14], generalizations of
covering space theory [2, 7], and infinite word theory [4] are often required.
Since infinite products in πn are formed “at a point,” shrinking wedges present
an important case that informs more general scenarios.

In the past two decades some progress has been made toward an under-
standing of the higher homotopy groups of shrinking wedges. In [5], Eda and
Kawamura show that Em is pm� 1q-connected and πmpEmq � ZN. In [10] it is
shown that πnpEmq splits as πn�1ppS

mqN,Emq ` πnpSmqN for n ¡ m. However,
new methods will be need to characterize the elements of πn�1ppS

mqN,Emq.
Some ad-hoc approaches have also appeared, e.g. to show the second homotopy
group of the shrinking wedge of tori (see Figure 2) is trivial [6]. More recently,
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the results of Eda-Kawamura were extended in [3] to other kinds of attachment
spaces constructed by attaching a shrinking sequence of spaces to a fixed one-
dimensional “core” space, e.g. attaching a shrinking sequence of spheres to an
arc, dendrite, Sierpinski carpet, etc. In this paper, we continue the effort to
better understand the higher homotopy groups of shrinking wedges. Using a
combination of shape theory and generalized covering space theory and the re-
sults of [3], we establish methods that characterize the effect of the fundamental
group π1p

�
jPNXjq on πnp

�
jPNXjq, n ¥ 2.

To provide more context for the statement of our main result, we briefly
recall a standard argument for the usual one-point union. If X �

�
jPNXj is

a wedge of non-simply connected CW-complexes, the universal covering spacerX, consists of copies of rXj (indexed by the coset space π1pXq{π1pXjq) that
are attached to each other in a tree-like fashion that matches the reduced-word
structure of the free product π1pXq � �jPNπ1pXjq. If T is a maximal tree in the

1-skeleton of rX, then rX{T is homotopy equivalent to
�
jPN
�
π1pXq{π1pXjq

rXj .

Since πnpXq � πnp rXq, we have a surjective homomorphism Θ : πnpXq ÑÀ
jPN
À

π1pXq{π1pXjq
πnpXjq, which can be defined independent of the choice

of T . Moreover, when each covering space rXj is pn � 1q-connected, Θ is an

isomorphism. In the case that some rXj are not pn�1q connected, other methods
for computing homotopy groups of wedges may become relevant; however, the
indexing of the wedge summand fully incorporates the effect of π1 on πn.

There are a few places where standard methods break down for a shrinking
wedge X �

�
jPNXj of connected, non-simply connected CW-complexes. First

and foremost, X does not have a universal covering space. However, it does
have a generalized universal covering space rX (and map p : rX Ñ X) in the

sense of Fischer and Zastrow [7]. The structure of rX is an “infinite version” of

the classical situation. In particular, rX also consists of copies of the universal
covering spaces rXj arranged in a tree-like fashion (in the sense that simple closed

curves only exist in individual copies of rXj). However, these arrangements will
now mimic the reduced infinite-word description of π1pXq [4]. For example, an

infinite product `1`2`3 � � � P π1pXq where `j P π1pXjq will lift to a path in rX that

proceeds (in order) through copies of rX1, rX2, rX3, ... in rX. Thus, when j Ñ 8,

one should consider copies of rXj in rX as being shrinking in size. Since infinite
words in π1pXq may be indexed by countable, dense linear orders, there will be

corresponding dense arrangements of the spaces rXj within rX too. With this

description of rX, it is possible to choose a uniquely arcwise connected subspace
T � rX that is analogous to a maximal tree. However, the collapsing maprX Ñ rX{T will rarely be a homotopy equivalence. Moreover, care is required
if one wishes to choose T to be coherent with a choice of trees in the universal
covers over the approximating finite wedge

�k
j�1Xk. Finally, while X is “wild”

at only a single point, rX will be wild at uncountably many points, namely those
in the wedgepoint fiber p�1px0q.

To overcome the many obstacles laid out in the previous paragraph, we first
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attach an arc to each space Xj to form Yj and take the endpoint of the added

“whisker” to be the basepoint of Yj . The universal cover rYj consists of rXj with

arcs attached to each point in the basepoint fiber of the covering map rXj Ñ Xj .

Now the generalized universal covering rY is comprised of copies of rYj arranged

in the same way copies of rXj are arranged in rX. However, the added arcs will
provide “extra space” around which we can perform desired deformations. Most
of the technical work in this paper goes toward understanding both the direct
construction of rY (Definition 2.8) and its relationship to the inverse limit of
ordinary universal covering spaces. A key insight is that we must coherently
choose a maximal tree in each copy of rXj appearing within rY . We also use this
relationship to prove that the map collapsing each of these (uncountably many)
trees to a point is a homotopy equivalence. The resulting quotient Z consists
of a uniquely arcwise-connected space with copies of a homotopy equivalent
quotient of rXj attached along points. This puts us precisely in a situation to
apply the main result of [3]. The main result of the current paper is the following
theorem.

Theorem 1.1. Let n ¥ 2 and X �
�
jPNXj be a shrinking wedge of connected

CW-complexes Xj. Then there is a canonical homomorphism

Θ : πnpXq Ñ
¹
jPN

à
π1pXq{π1pXjq

πnpXjq,

which is injective if each Xj has an pn� 1q-connected universal covering space.

The injectivity of Θ in Theorem 1.1 is the isomorphism from [5] if each Xj is
simply connected and thus pn� 1q-connected. In the arbitrary case, we are still
able to characterize the image of Θ in terms of a natural topology on π1pXq (see
Remark 6.6, which follows from Theorem 6.3). We remark on some immediate
applications and cases of interest.

Example 1.2. Consider the shrinking wedge X �
�
jPN RPn of copies of real

projective n-space. The universal cover Sn of RPn is pn� 1q-connected and so
πn pXq embeds as a subgroup of¹

jPN

à
π1pXq{π1pRPnq

πnpRPnq �
¹
jPN

à
π1pXq{π1pRPnq

Z �
¹
jPN

à
c

Z.

It is possible construct the generalized universal covering space rX similar to how
one might describe the universal cover of

�k
j�1 RP

n as a tree-like arrangement
of n-spheres. Explicitly, we could start with the generalized universal covering
space rE1 of the 1-dimensional earring space E1, which is a topological R-tree
and acts as a generalized Caley graph [8]. Every lift of a loop parameterizing the

j-th circle of E1 parameterizes an “edge” in rE1. Replacing each of these edges
with a copy of Sn (replacing endpoints with a choice of antipodal points) and

topologizing in a suitable fashion yields rX (see Figure 1). This is an instructive
case to consider when reading the remainder of the paper as we understand
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πnp
�
jPN RPnq by using inverse limits to characterize and deform the structure

of rX.

Figure 1: The generalized universal cover rX of
�
jPN RP2 seems impossible

to visualize as a whole but it will contain homeomorphic copies of the space
illustrated here, namely, an arc where the closure of each component of the
complement of the ternary Cantor set in that arc has been replaced by a 2-sphere
and such that the diameters of the spheres approach 0. rX will also contain
arrangements of 2-spheres indexed by every other countable linear order type.
Each point in the Cantor set shown here, will be a “branch point” of uncountable
valence; every possible linear arrangement of spheres being attached at every
branch point multiple times.

Theorem 1.1 also provides a characterization of π2 for an arbitrary shrinking
wedge since the universal covering spaces rXj are always 1-connected.

Corollary 1.3. If X �
�
jPNXj is a shrinking wedge of connected CW-complexes,

then there is a canonical injective homomorphism

Θ : π2pXq Ñ
¹
jPN

à
π1pXq{π1pXjq

π2pXjq.

There are many algebraic statements, which are immediate consequences of
embedding statements like Theorem 1.1 and Corollary 1.3, e.g. π2p

�
jPNXjq

is torsion-free if and only if π2pXjq is torsion-free for all j P N. Recall that a
path-connected space Y is aspherical if πnpY q � 0 for all n ¥ 2. Theorem 1.1
also implies the first part of the following theorem; the second part must be
proved separately (see Section 6.4).

Theorem 1.4. If Xj is an aspherical CW-complex for all j P N, then
�
jPNXj

is aspherical. Moreover, if each Xj is locally finite, then the generalized universal

covering space rX is contractible.
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Example 1.5. Corollary 1.3 implies that the shrinking wedge of tori
�
jPN T

(see Figure 2) is aspherical. Previously, it was only known that π2p
�
jPN Tq � 0

[6]. Similarly, a shrinking wedge of any sequence of orientable surfaces with
positive (or infinite) genus is aspherical.

Figure 2: The shrinking wedge of tori is aspherical and has a contractible gen-
eralized universal covering space.

2 Preliminaries and Notation

All topological spaces in this paper are assumed to be Hausdorff. Throughout,
I denotes the unit interval r0, 1s and a path is a map α : I Ñ X. We write α � β
for the concatenation of paths when αp1q � βp0q and α� for the reverse path
α�ptq � αp1 � tq. If ra, bs � I and α : I Ñ X is a path, we may simply write
rα|ra,bss to denote the path-homotopy class rα|ra,bs � hs where h : r0, 1s Ñ ra, bs
is the unique increasing linear homeomorphism.

We will generally represent elements of the n-th homotopy group πnpX,xq,
n ¥ 1 by relative maps pIn, BInq Ñ pX,xq. When the basepoint x is clear from
context, we will suppress it from our notation and simply write πnpXq.

We say that a homotopy H : X � I Ñ Y is constant on A � X (or is
relative to A) if for all x P A, Hpx, tq is constant as t varies. If H is constant
on the basepoint x0, then we call H a based homotopy. A based homotopy
equivalence is based map f : pX,xq Ñ pY, yq where there is a based homotopy
inverse g : pY, yq Ñ pX,xq and based homotopies idX � g � f and idY � f � g.

A Peano continuum is a connected locally path-connected compact metric
space. The Hahn-Mazurkiewicz Theorem [15, Theorem 8.14] implies that a
Hausdorff space is a Peano continuum if and only if there exists a continuous
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surjection I Ñ X. A Peano continuum which is uniquely arcwise connected is
a dendrite.

2.1 Shrinking wedges and their fundamental groups

Given a collection pXj , xjq, j P S of spaces, let
�
jPSpXj , xjq (or

�
jPS Xj when

basepoints are clear from context) denote the usual one point union with the
weak topology. We will refer to the natural basepoint x0 as the wedgepoint.

Definition 2.1. The shrinking wedge of an infinite sequence pXj , xjq, j P N of
based spaces is the space

�
jPNpXj , xjq with the underlying set of

�
jPNXj but

with the following topology: U � X is open if and only if U XXj is open in Xj

for all j P N and if x0 P U implies Xj � U for all but finitely many j P N.
For both standard and shrinking wedges, we will refer to each space Xj as

a wedge summand.

In the remainder of this section, we will assume that, for each j P N, the
space Xj is a connected CW-complex basepoint xj that serves as the basepoint
of Xj . Let X �

�
jPNXj be the shrinking wedge and for each k P N, let

X¤k �
�k
j�1Xj be finite wedge of the first k spaces. Define

• Rk�1,k : X¤k�1 Ñ X¤k to be the retraction that collapses Xk�1 to x0 ,
• Rk : X Ñ X¤k to be the retraction that collapses

�
j¡kXj to x0.

The canonical induced map X Ñ limÐÝkX¤k, x ÞÑ pRkpxqq is a homeomorphism;
we will sometimes identify X with this inverse limit representation.

We identify π1pX¤kq with the free product �kj�1π1pXjq. If π1pXjq � 1 for
all but finitely many j, then we arrive at the finitely generated case π1pXq �
π1pX¤kq for some k. To avoid this situation we will assume that π1pXjq � 1
for infinitely many j. By grouping and rearranging some of the π1pXjq, we may
assume that π1pXjq � 1 for all j. In this case, π1pXq will be uncountable and
not isomorphic to the infinite free product of the groups π1pXjq. We recall the
two main approaches to characterizing the elements of π1pXq: (1) the inverse
limit/shape theoretic approach and (2) infinite reduced words.

The idea of the shape theoretic approach is to embed π1pXq into an inverse
limit of the fundamental groups of the approximating projections. It is well-
known that shrinking wedges of CW-complexes are π1-shape injective in the
following sense.

Theorem 2.2. [13] If X �
�
jPNXj is a shrinking wedge of CW-complexes,

then the canonical homeomorphism φX : π1pXq Ñ limÐÝk π1pX¤kq, φXpαq �
ppRkq#pαqq is injective.

Thus α P π1pXq is non-trivial if and only if there exists k P N such that
pRkq#pαq � 1 in the free product �kj�1π1pXjq.

The second approach assigns a unique infinite word to each element of π1pXq.
A word is a function w from a countable linearly ordered set w to

�
jPN π1pXjq

(assuming π1pXjqXπ1pXj1q � t1u when j � j1) such that w�1pπ1pXjqq is finite
for all j P N. If v is another word and there is an order isomorphism κ : w Ñ v
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such that v � κ � w, then we consider w and v isomorphic (and write w � v).
The collection of all isomorphism classes words W is a set.

Given a word w and finite set F � N, we define the projection word wF :
wF Ñ

�
jPN π1pXjq to be the finite word obtained by deleting all letters in

π1pXjq, j R F . More precisely, wF � t` P w | wp`q P
�
jPF π1pXjqu and

wF p`q � wp`q whenever ` P wF . We may regard wF as an unreduced word
representing an element of the free product �jPFπ1pXjq.

Given w, v P W , we write w � v if for every finite subset F � N, the
reduced representatives of wF and vF in �jPFπ1pXjq are equal. Since � is an
equivalence relation on W , we let rws denote the equivalence class of w. The set
�jPNπ1pXjq � W {� becomes a group with the operation rwsrvs � rwvs where
wv is the concatenation of the reduced words with wv defined as the linear
order sum w� v. The identity e or “empty word” is the equivalence class of the
identity on the 1-point ordered set t1u Ñ t1u.

A word w P W is reduced if (1) whenever w � avb, we have rvs � e and
(2) whenever `, `1 are consecutive elements in w, wp`q and wp`1q lie in distinct
groups π1pXjq. Intuitively, w is reduced if it has no trivial subwords (including
w itself) and if it is not possible to combine any existing consecutive letters. It
is known that for every word w P W , there exists a reduced word v, unique up
to isomorphism, such that rws � rvs (see [4, Theorem 1.4]).

The projection maps �jπ1pXjq Ñ π1pX¤kq, rws ÞÑ rwF s where F � t1, 2, . . . , ku
agree with the bonding maps pRk�1,kq# : π1pX¤k�1q Ñ π1pX¤kq and induce a
homomorphism ψ : �jπ1pXjq Ñ limÐÝk π1pX¤kq such that Impψq � ImpφXq.

Given a non-constant loop β : I Ñ X based at x0, let β be the set of
connected components of β�1pXztx0uq with the linear ordering inherited from
I. There is a well-defined word wβ : β Ñ

�
jPN π1pXjq given by wβppa, bqq �

rα|ra,bss. Now χprβsq � rwβs defines a group isomorphism satisfying ψ �χ � φX .

G

χ
%%

� � φX // limÐÝk π1pX¤kq

�jπ1pXjq
?�

ψ

OO

Definition 2.3. We say that a loop β : I Ñ X based at x0 is reduced if β is
constant or if wβ is a reduced word in W .

Considering the above diagram, it follows that every loop α : I Ñ X based
at x0 is path-homotopic to a reduced loop β. Moreover, reduced loop represen-
tatives of homotopy classes are unique in the following sense: if β and γ are
path-homotopic reduced loops, then there is an order-isomorphism κ : β Ñ γ,
such that if pa, bq P β and κppa, bqq � pc, dq P γ, then β|ra,bs � γ|rc,ds as loops in
one of the spaces Xj . Therefore, if α P π1pXq, we may also use the symbol α to
denote a choice of reduced loop in α.
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2.2 The locally path connected coreflection

Because inverse limits of locally path connected spaces are not always locally
path connected, we require the following construction.

Definition 2.4. The locally path-connected coreflection of a space X is the
space lpcpXq with the same underlying set as X but with topology generated
by the basis consisting of all path components of the open sets in X.

The topology of lpcpXq is finer than that of X thus the identity function
id : lpcpXq Ñ X is continuous. It is well-known that lpcpXq is locally path
connected and that lpcpXq � X if and only if X is already locally path con-
nected. The construction of lpcpXq defines a functor lpc : Top Ñ Lpc from the
category of topological spaces to the full subcategory of locally path connected
spaces. This functor is a coreflection in the sense that lpc is right adjoint to the
inclusion functor Lpc Ñ Top. In other words, if Z is locally path connected,
then a function f : Z Ñ X is continuous if and only if f : Z Ñ lpcpXq is
continuous. In particular, X and lpcpXq share the same set of continuous func-
tions from In. It follows that id : lpcpXq Ñ X is a bijective weak homotopy
equivalence.

Since the direct product of locally path-connected spaces is locally path
connected, lpcp

±
j Xjq �

±
j lpcpXjq in Top. In particular, lpcpX � Iq �

lpcpXq � I allows one to prove the following proposition.

Proposition 2.5. If f : X Ñ Y and g : Y Ñ X are (based or unbased)
homotopy inverses, then so are lpcpfq : lpcpXq Ñ lpcpY q and lpcpgq : lpcpY q Ñ
lpcpXq.

One should be wary of limits of inverse systems in Lpc because inverse limits
of locally path connected spaces in Lpc and Top do not always agree. If limÐÝj Xj

is an inverse limit in Top of locally path connected spaces (viewed as a subspace
of
±
j Xj), then lpcplimÐÝj Xjq is the space that gives the limit of the same inverse

system in Lpc.

2.3 Generalized universal covering maps

When each Xj is a connected, non-simply connected CW-complex,
�
j Xj will

not have a universal covering space. However
�
j Xj always admits a generalized

universal covering space in the sense of Fischer-Zastrow [7]. The idea behind this
notion of “generalized (universal) covering map” is to use the lifting properties
of covering maps as the definition and work internal to the category of path-
connected, locally path-connected spaces.

Definition 2.6. A map q : E Ñ X is a generalized covering map if E is
non-empty, path connected, and locally path connected and if for any map
f : pY, yq Ñ pX,xq from a path-connected, locally path-connected space Y and
point e P q�1pxq such that f#pπ1pY, yqq ¤ q#pπ1pE, eqq, there is a unique maprf : pY, yq Ñ pE, eq such that q � rf � f . Moreover, if E is simply connected,
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we call q a generalized universal covering map and E a generalized universal
covering space.

Unlike ordinary covering maps, based generalized covering maps are closed
under composition and form a complete category [2]. The following proposition
follows immediately from the definition and standard covering space theory
arguments.

Proposition 2.7. If q : pE, e0q Ñ pX,x0q satisfies all properties of being a gen-
eralized covering map except for the assumption that E is locally path connected,
then the induced homomorphism q# : πnpE, e0q Ñ πnpX,x0q is an injection for
n � 1 and an isomorphism for all n ¥ 2.

Every (universal) covering map (in the usual sense) p : E Ñ X where E
is path connected and X is locally path connected is a generalized (universal)
covering map. If p : E Ñ X is a generalized universal covering map, then p is
an ordinary covering map if and only if X is semilocally simply connected. We
recall the following standard construction from covering space theory [16].

Definition 2.8. Whenever X is a space with given basepoint x0 P X, let rX
be the space of path-homotopy classes rαs of paths α : pI, 0q Ñ pX,x0q. An
open neighborhood of rαs is a set of the form Nprαs, Uq � trα � εs | εpIq � Uu
where U is an open neighborhood of αp1q in X. This topology is the so-called

whisker topology on rX. The homotopy class of the constant path at x0, which
we denote as rx0, is the basepoint of rX.

The endpoint projection map p : rX Ñ X, pprαsq � αp1q is a continuous
surjection, which is open if and only if X is locally path connected and provides
a candidate for a generalized universal covering map.

Remark 2.9 (Standard Lifts of Paths). Every path in X lifts uniquely to rX
relative to a chosen starting point. Suppose rβs P rX and α : pI, 0q Ñ pX,βp1qq
is a path. Define paths αs : I Ñ X, s P I by αsptq � αpstq. The functionrα : pI, 0q Ñ p rX, rβsq, rαpsq � rβ � αss defines a continuous lift of α starting at
rβs (c.f. [7, Lemma 2.4]), which we refer to as a standard lift of α.

Remark 2.9 ensures that p : rX Ñ X always has path-lifting. According to
[7, Prop. 2.14], p : rX Ñ X is a generalized universal covering map if and only
if p has the unique path-lifting property, that is, if the lift described in Remark
2.9 is the only lift of α starting at rβs. In general, this does not have to happen
[7, Example 2.7]. However, many sufficient conditions are known.

Theorem 2.10. [7] If X is metrizable and path-connected, x0 P X, and the
canonical homomorphism φ : π1pX,x0q Ñ π̌1pX,x0q to the first shape homotopy

group is injective, then p : rX Ñ X is a generalized universal covering map.

In the case of a shrinking wedge X �
�
jPNXj of CW-complexes Xj , the

homomorphism φ : π1pX,x0q Ñ π̌1pX,x0q is precisely that from Theorem 2.2.
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Corollary 2.11. Every shrinking wedge of CW-complexes admits a generalized
universal covering space.

The next theorem guarantees ensures that whenever a generalized universal
covering map exists, it may be constructed as in Definition 2.8.

Theorem 2.12. [2, Section 5] If there exists a generalized universal covering

map q : pE, e0q Ñ pX,x0q, then there exists a homeomorphism h : p rX, x̃0q Ñ
pE, e0q such that q � h � p.

We will also have need of the following separation axiom.

Lemma 2.13. [7, Lemmas 2.10 and 2.11] If p : rX Ñ X is a generalized

universal covering map where X is Hausdorff, then rX is Hausdorff.

Definition 2.14 (A topology on the fundamental group). When p : rX Ñ X is a
generalized universal covering map with respect to a basepoint x0 P X, the fiber
p�1px0q is precisely the fundamental group π1pX,x0q. In particular, π1pX,x0q

naturally inherits a topology as a subspace of rX, which we also refer to as the
whisker topology. Since rX is Hausdorff by the previous lemma, π1pX,x0q is
Hausdorff with this topology.

If one has a map q : E Ñ X, which has all of the properties of a generalized
universal covering map except for E being locally path connected, the locally
path connected coreflection provides a “quick fix.” Indeed, for any path con-
nected space X, the identity function id : lpcpXq Ñ X is a generalized covering
map.

Proposition 2.15. If q : E Ñ X has all of the properties of a generalized uni-
versal covering map except for the assumption that E is locally path connected,
then q : lpcpEq Ñ X is a generalized universal covering map.

Based generalized covering maps are closed under pullback using lpc: If q :
p rX, x̃0q Ñ pX,xq is a based generalized covering map and f : pY, y0q Ñ pX,x0q
is a based map, then there is a pullback generalized covering map (of p over f)

p : prY , ry0q Ñ pY, y0q and a map rf : prY , ry0q Ñ p rX, x̃0q such that q � rf � f � p. In
particular, we let C be the path component of px̃0, y0q in the ordinary topological

pullback rX �X Y � tprαs, yq P rX � Y | fpyq � αp1qu, set rY � lpcpCq and let p

and rf : rY Ñ rX be the restrictions of the projection maps.

Proposition 2.16. If q : p rX, x̃0q Ñ pX,xq is a based generalized universal
covering map and f : pY, y0q Ñ pX,x0q induces an injection on fundamental

groups, then the pullback p : rY Ñ Y of q over f is also a generalized universal
covering.

The next corollary follows from straightforward lifting arguments so we omit
the proof.
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Corollary 2.17. If f : pY, y0q Ñ pX,x0q is a based homotopy equivalence and

q : p rX, x̃0q Ñ pX,x0q is a generalized universal covering map, then there exists

a generalized universal covering map p : prY , ry0q Ñ pY, y0q and a based homotopy

equivalence rf : prY , ry0q Ñ p rX, x̃0q such that q � rf � f � p.

Because Theorem 2.2 holds for shrinking wedges, there is another way to
construct their generalized universal covering maps, which we detail in the next
remark.

Remark 2.18 (Inverse Limits of Coverings). Let pX,x0q �
�
jPNpXj , xjq be

a shrinking wedge of connected CW-complexes with inverse limit presentation
limÐÝkpX¤k, Rk�1,kq. If q¤k : p rX¤k, x̃0q Ñ pX¤k, x0q, k P N are the universal
covering maps, we have the following situation.

� � � p rX¤3, x̃0q

q¤3

��

p rX¤2, rx0q

q¤2

��

p rX¤1, rx0q

q¤1

��

X � � � // pX¤3, x0q
R3,2

// pX¤2, x0q
R2,1

// pX¤1, x0q

Since rX¤k is locally path connected and simply connected, the lifting property

of the maps q¤k ensures that we have maps rRk�1,k : p rX¤k�1, x̃0q Ñ p rX¤k, x̃0q
making the diagram below commute. The result is an inverse sequence of
based generalized universal covering maps. Let pX � limÐÝkp

rX¤k, rRk�1,kq andpq � limÐÝk q¤k denote the respective inverse limits. Let rRk : pX Ñ rX¤k be the
projection map for k P N.

pX � limÐÝkp
rX¤k, rx0q

pq
��

� � � // p rX¤3, rx0q

q¤3

��

rR3,2
// p rX¤2, rx0q

q¤2

��

rR2,1
// p rX¤1, rx0q

q¤1

��

X � � � // pX¤3, x0q
R3,2

// pX¤2, x0q
R2,1

// pX¤1, x0q

Since pX need not be path-connected, we let pX0 be the path component ofpx0 � px̃0, x̃0, x̃0, . . . q P pX. Taking pq0 : p pX0, px0q Ñ pX,x0q to be the restriction
of pq, a direct argument shows that pq0 has all the properties of a generalized
covering map except that pX0 need not be locally path connected. In particular,pq0# : π1p pX0, px0q Ñ π1pX,x0q is injective. By Proposition 2.15 and Theorem

2.12, pq0 : lpcp pX0q Ñ X is a generalized covering map.

Moreover, pX0 is simply connected: Given a loop rα : pI, t0, 1uq Ñ p pX0, px0q,rRk�rα is null-homotopic since rX¤k is simply connected. Therefore, Rk�ppq�rαq �
q¤k � rRk �rα is null-homotopic for all k. Since φX : π1pX,x0q Ñ limÐÝk π1pX¤k, x0q
is injective (Theorem 2.2) and φXprpq � rαsq � 1, we have rpq0 � rαs � 1. Since pq0

is π1-injective (Proposition 2.7), rα is null-homotopic.

Since pX0 is simply connected and id : lpcp pX0q Ñ pX0 is a weak homo-

topy equivalence, lpcp pX0q is simply connected. According to Proposition 2.15,
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pq0 : lpcp pX0q Ñ X satisfies all criteria to be a generalized universal cover-
ing map. Theorem 2.12 now implies that there is a unique homeomorphism
φX : p rX, x̃0q Ñ plpcp pX0q, px0q such that pq0 � φ � q. We use “φX” to denote this
map because its restriction to the basepoint-fiber: p�1px0q Ñ limÐÝk q

�1
k px0q is

precisely the homomorphism φX from Theorem 2.2.

rX φX //

q
##

lpcp pX0q

pq0
��

id // pX0

pq0
{{

X

Corollary 2.19. Let X �
�
jPNXj be a shrinking wedge and φX : rX Ñ pX0

and rRk : pX Ñ rX¤k be defined as in Remark 2.18. If W is locally path connected

and f : W Ñ rX is a function, then the following are equivalent:
(1) f : W Ñ rX is continuous,

(2) φX � f : W Ñ pX0 is continuous,

(3) rRk � φX � f : W Ñ rX¤k is continuous for all k P N.

3 Attaching whiskers and choosing maximal trees

At this point, we being to fix spaces and establish notation that will be used
throughout the remainder of the paper. We assume that, for each j P N, the
space Xj is a fixed connected, non-simply connected, CW-complex with a sin-

gle 0-cell xj that serves as the basepoint of Xj . Let qj : rXj Ñ Xj be the
universal cover of the individual wedge summands. We use the notation con-
sistent with that in Section 2.1, namely, X �

�
jPNXj is the shrinking wedge

with wedgepoint x0 and for each k P N, let X¤k �
�k
j�1Xj � X. Addi-

tionally, Rk�1,k : X¤k�1 Ñ X¤k and Rk : X Ñ X¤k are the canonical re-

tractions and q¤k : rX¤k Ñ X¤k is the universal covering map of the finite
wedge. We apply the construction in Remark 2.18 to the retractions Rk�1,k

and covering maps q¤k and fix the notation used there. Since the canonical ho-
momorphism φX : π1pXq Ñ limÐÝk π1pX¤kq is injective (Theorem 2.2) X admits

a generalized universal covering map q : rX Ñ X and there is a homeomorphism
φX : rX Ñ lpcp pX0q such that pq0 � φX � q.

3.1 Attaching whiskers: replacing X with Y

Let Yj � Xj�t0uYtxju�I be the subspace of Xj�I with basepoint yj � pxj , 1q.
By identifying Xj with Xj�t0u, we may treat Yj as the CW-complex consisting

of Xj and a “whisker” ej � txju � I attached at xj . Let pj : rYj Ñ Yj be the
universal covering map. The homotopy extension property of the pair pXj , xjq
allows us to choose a retraction µj : Xj � I Ñ Yj so that µj,1pxq � µjpx, 1q is
a based homotopy inverse of the quotient map ζj : Yj Ñ Xj that collapses the
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whisker txju� I to xj (see Figure 3). In particular, ζj �µj is a based homotopy
from idXj to ζj � µj,1. A based homotopy from idYj to µj,1 � ζj is illustrated in
Figure 4.

Figure 3: The based homotopy equivalence ζj : Yj Ñ Xj , which collapses the
arc ej .

Figure 4: The based homotopy Yj�I Ñ Yj from idYj to µj,1�ζj is a composition
which first applies µj to the subspace Xj � I, which is illustrated as a cylinder.
The square ej � I is mapped to ej so that the upper left triangle maps to yj
and the lower right triangle is projected linearly.

Let Y �
�
jPNpYj , yjq be the shrinking wedge with wedgepoint y0 and for

each k P N, let Y¤k �
�k
j�1 Yj be the finite wedge viewed as retractions of Y .

The respective canonical retractions will be denoted by rk�1,k : Y¤k�1 Ñ Y¤k
and rk : Y Ñ Y¤k and the universal covering maps by pj : rYj Ñ Yj and

p¤k : rY¤k Ñ Y¤k.

Lemma 3.1. The quotient map ζ : Y Ñ X that collapses
�
j ej to y0 is a

based-homotopy equivalence

Proof. Let µ : X Ñ Y be the map whose restriction to Xj is µj,1. Let Kj �
ζj � µj : Xj � I Ñ Xj and define K : X � I Ñ X so the restriction to Xj � I
is Kj . Since each Kj is the constant homotopy at the basepoint, K is well-

defined. Since the projection Rk �K �
�k
j�1Kj : X � I Ñ X¤k is continuous

for every k P N, K is continuous. By construction, K is a homotopy from idX
to ζ � µ. Next, let Lj : Yj � I Ñ Yj be the based homotopy from idYj to
µj,1 � ζj illustrated in Figure 4. The analogous construction shows that one can
construct a homotopy L from idYj to µj,1 � ζ using the maps Lj .
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Figure 5: The based homotopy equivalence ζ : Y Ñ X, which collapses the
attached arcs.

Remark 3.2. The construction of the homotopy equivalence in the proof of
Lemma 3.1 shows that a sequence of based homotopy equivalences pAj , ajq �
pBj , bjq, j P N induced a based homotopy equivalence

�
jPNpAj , ajq �

�
jPNpBj , bjq

of the shrinking wedges. Thus, if desired one may replace each Xj with any rep-
resentative of its homotopy type.

The space Y is a shrinking wedge of CW-complexes and so the content of
Remark 2.18 applies. In particular, there are lifted maps rrk�1,k : rY¤k�1 Ñ rY¤k
satisfying rrk�1,k � p¤k�1 � p¤k � rrk�1,k.

rY¤k�1

rrk�1,k
//

pk�1

��

rY¤k
pk

��

Y¤k�1 rk�1,k

// Y¤k

We have pY � limÐÝkp
rY¤k, rrk�1,kq with projection maps rrk : pY Ñ rY¤k and pY0 is

the path component of py0 � pry0q in pY . Set pp � limÐÝk p¤k and let pp0 : pY0 Ñ Y

be the restriction of pp to pY0. The canonical homomorphism φY : π1pY q Ñ
limÐÝk π1pY¤kq, φpαq � pprkq#pαqq is injective.

There also exists a generalized universal covering map p : rY Ñ Y where rY
has the standard construction (Definition 2.8). The lifting property of p¤k gives

an induced map %k : rY Ñ rY¤k, %kpr`sq � rrk � `s. The canonical map φY : rY ÑpY0, φY pαq � p%kpαqq is a continuous bijection, which satisfies rrk �φY � %k. The

coreflection φY : rY Ñ lpcppY0q is a homeomorphism.

rY
%k

!!
φY // pY0

rrk // rY¤k
By Corollary 2.17, the based homotopy equivalence ζ : Y Ñ X lifts to a based
homotopy equivalence rζ : rY Ñ rX satisfying q�rζ � ζ�p. Similarly, the homotopy
equivalence ζ¤k �

�k
j�1 ζj : Y¤k Ñ X¤k lifts to based homotopy equivalencerζ¤k : rY¤k Ñ rX¤k such that q¤k � rζ¤k � p¤k � ζ¤k. Since, rRk�1,k � rζ¤k�1 �rζ¤k � rrk�1,k, we may take the limit pζ � limÐÝk

rζ¤k : pY Ñ pX. By lifting the
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homotopy inverse for ζ¤k and the relevant homotopies, it is straightforward

from taking inverse limits that pζ is a homotopy equivalence (even though the
domain and codomain are neither path connected nor locally path connected).

Moreover, the restriction pζ0 : pY0 Ñ pX0 to the path component of the basepoint
is also a homotopy equivalence. In summary, we have the following commutative
diagram where the vertical maps are homotopy equivalences.

Y

ζ

��

rY
rζ
��

p
oo

φY // pY0

pζ0
��

X rX
q

oo
φX

// pX0

The above shows that we may replace X with Y , rX with rY , and pX0 withpY0 without any loss of homotopical or shape-theoretic information. The arcs inrY will provide “extra space” for performing suitable deformations of rY that are
not possible in rX.

Remark 3.3. [Metrizability] In general, CW-complexes are not metrizable.

Consequently, rX and rY will not always be metrizable. However, when each Xj

is locally finite, each Xj is metrizable. Consequently, Yj and the universal coversrXj and rYj are metrizable. Since limits of inverse sequences of metrizable spaces

are metrizable, pX, pY and the subspaces pX0, pY0 will be metrizable. Finally, it
is known that lpc preserves metrizability. Therefore, rX and rY are metrizable
whenever each Xj is locally finite.

Even if some Xj are not metrizable, rX and rY are still highly structured.
Indeed, every compact subset of a CW-complex is metrizable. Combining this
with the arguments used in the previous paragraph, it follows that all compact
subspaces of rX, rY , pX, and pY are metrizable.

3.2 Collapsing maximal trees Tj � rXj

Since rXj is a CW-complex, we may fix a maximal tree Tj in the 1-skeleton of rXj .

Since p rXj , Tjq has the homotopy extension property, the map rXj Ñ Cj � rXj{Tj
that collapses Tj to a point is a homotopy equivalence. Let cj be the image of
Tj in Cj . Now, Cj is a simply connected CW-complex with a single 0-cell cj
and πnpCjq � πnpXjq for n ¥ 2.

The inclusion Xj Ñ Yj induces an embedding rXj Ñ rYj in the following way.

Recall that rYj is defined to be the space of path-homotopy classes of paths in
Yj starting at yj . Let τj : I Ñ Yj , τjptq � pxj , 1� tq be the path from yj to xj
that parameterizes the arc ej and define τj,s : I Ñ Yj by τj,sptq � τjpstq for each
s P I. We will also use the symbols τj and τj,s to denote the path-homotopy
classes so that τj � rτjs and τj,s � rτj,ss.

• We identify rXj with the subspace tτjδ P rYj | δ P rXju of rYj by the closed

embedding rXj Ñ rYj , δ ÞÑ τjδ. Under this identification, rxj � τj is the
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basepoint of rXj .

• for each β P π1pYjq, ej,β � tβτj,s P rYj | s P Iu is an arc.

• for β P π1pYjq, rxj,β � βτj is the point where the arc ej,β meets rXj andryj,β � β is the free endpoint of ej,β . Note that ryj � ryj,1 is the basepoint

of rYj . We refer to the points ryj,β as the arc-endpoints of rYj .
• Tj � Tj Y

�
βPπ1pYjq

ej,β is a maximal tree in rYj .
In summary, the space rYj consists of the subspace rXj with an arc ej,β attached
at βτj P p

�1
j pxjq for each β P π1pYjq.

Figure 6: The structure of the universal covering map pj : rYj Ñ Yj where the

subspace rXj is illustrated as a disk. The arc-endpoints form the fiber p�1
j pyjq

and the attachment points form the fiber p�1
j pxjq. The path illustrated in rYj is

the lift of a given β P π1pYjq, which can be factored as τjδτ
�1
j for δ P π1pXjq.

We may identify the quotient space Dj � rYj{Tj with the one-point union
Dj � pCj , cjq _ pEj , cjq where Ej � fjpTjq is a wedge of arcs with the weak

topology. The quotient map fj : rYj Ñ Dj is also a homotopy equivalence (see
Figure 7). We will also write ej,β to denote the arc fjpej,βq in Ej and ryj,β
to denote its endpoint. We give a specific construction of a homotopy inverse
gj : rYj{Tj Ñ rYj of fj since we will need for it to have special features.

Figure 7: The quotient map fj : rYj Ñ Dj where rXj is illustrated as a disk in
the domain.
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• Since prYj , rXjq has the homotopy extension property, there is a retraction

h1 : rYj � I Ñ rYj � t0u Y rXj � I. Instead of using an arbitrary retraction,
we choose h1 so that

– if aj,β � tγτj,s | s P r0, 1{3su is the third of ej,β containing the
arc-endpoint ryj,β , then h1 projects aj,β� I vertically onto aj,β�t0u,

– h1pej,β � Iq � pej,β � t0uq Y prxj,β � Iq.

• Since p rXj , Tjq has the homotopy extension property, there is a retraction

h2 : rYj � t0u Y rXj � I Ñ rYj � t0u Y Tj � I such that h2p rXj � Iq �rXj � t0u Y Tj � I.

• Define h3 : rYj � t0u Y Tj � I Ñ rYj to be the identity on rYj � t0u and, on
Tj � I, to be a choice of contraction Tj � I Ñ Tj for Tj (there will be no
benefit to choosing this to be a based contraction of Tj).

Let Hj � h3 � h2 � h1 : rYj � I Ñ rYj (see Figure 8). The map Hjpy, 1q : rYj Ñ rYj
is constant on Tj and thus induces a unique map gj : Dj Ñ rYj satisfying
gj � fjpyq � Hjpy, 1q. By construction, Hj is a homotopy from id rYj to gj � fj .

Because we require HjpTj � Iq � Tj , Hj cannot be constructed as a lift of the
homotopy Yj � I Ñ Yj used in Section 3.1 (recall Figure 4).

Figure 8: The homotopy Hj : rYj � I Ñ rYj constructed as a composition. There

is a square attached to rXj � I (represented by the cylinder), at each vertex of
Tj ; however, this is not reflected in this illustration for the sake of clarity. Tj�I
is represented by the shaded gray surface.

The map fj �Hj : rYj � I Ñ Dj sends Tj � I to the point cj and so there is
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a unique map Gj : Dj � I Ñ Dj making the following diagram commute.

rYj � I

fj�id

��

Hj
// rYj

fj

��

Dj � I
Gj

// Dj

Since Gjpfjpyq, 1q � fj �Hjpy, 1q � fj �gj �fjpyq where fj is surjective, it follows
that Gjpd, 1q � fj � gjpdq. Thus Gj is a homotopy from idDj to fj � gj .

While the construction of fj , gj , Hj , and Gj is mostly standard ([9, Prop.
0.17]), our choice of h1 and h2 ensure the following important features.

(1) Hj and Gj are the constant homotopies on a uniform neighborhood of
every arc-endpoint,

(2) fjp rXjq � Cj and gjpCjq � rXj ,

(3) Hjp rXj � Iq � rXj and GjpCj � Iq � Cj ,
(4) fjpTjq � Ej and gjpEjq � Tj ,
(5) HjpTj � Iq � Tj and GjpEj � Iq � Ej .

Note that (2) and (3) imply that the restricted maps pfjq|�Xj : rXj Ñ Cj and

pgjq|Cj : Cj Ñ rXj are homotopy inverses. Similarly, (4) and (5) imply that
pfjq|Tj : Tj Ñ Ej and pgjq|Ej : Ej Ñ Tj are homotopy inverses.

3.3 Quotients of rYj by translates of Tj

The fundamental group π1pYjq acts on rYj by deck transformation: ∆β : rYj Ñ rYj ,
∆βpαq � βα, β P π1pYjq. Note that ∆β maps m-cells to m-cells, ∆βp rXjq � rXj ,
and that ∆β permutes the discrete set of arc-endpoints tryj,γ | γ P π1pYjqu. In
particular, the translated trees βTj � ∆βpTjq and βTj � ∆βpTjq are maximal

trees in the 1-skeleton of rXj and rYj respectively. Later on, we will need to

consider quotients of rYj by arbitrary translates of the tree βTj . For this purpose,
we establish notation for the corresponding homotopy equivalences.

Let Dj,β � rYj{βTj be the quotient of rYj obtained by collapsing βTj to a

point. If fj,β : rYj Ñ Dj,β is the quotient map, then there is a unique ho-
momorphism δβ : Dj Ñ Dj,β such that the left square in the diagram below

commutes. Define gj,β : Dj,β Ñ rYj by gj,β � ∆β � gj � δ
�1
β so the square on the

right commutes. rYj fj
//

∆β

��

Dj

gj
//

δβ

��

rYj
∆β

��rYj
fj,β

// Dj,β gj,β
// rYj

Since the vertical maps are homeomorphisms, fj,β and gj,β are homotopy equiv-
alences. To verify that these are homotopy inverses of each other, we construct
the β-translates of Hj and Gj . Set
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(1) Hj,β � ∆β �Hj � p∆
�1
β � idIq,

(2) Gj,β � δβ �Gj � pδ
�1
β � idIq.

We now have maps Hj,β : rYj � I Ñ rYj and Gj,β : Dj � I Ñ Dj that make
the left and right faces of the following cube commute. The top face commutes
by the definition of Gj . The front and back faces commute by the definition ofrfj,β . Since the vertical maps are homeomorphisms, the bottom face commutes.

rYj � I Dj � I

rYj Dj

rYj � I Dj,β � I

rYj Dj,β

fj�id

Hj

∆β�id

δβ�id

Gj

fj

δβ
fj,β�id

Hj,β Gj,β

fj,β

∆β

(C1)

A straightforward check shows that Hj,β is a homotopy from id rYj to gj,β � fj,β
and Gj,β is a homotopy from idDj to fj,β � gj,β .

Note that we have an analogous wedge point cj,β � fj,βpβTjq � δβpcjq and
subspaces Cj,β � δβpCjq and Ej,β � δβpEjq from which we have the decomposi-
tion Dj,β � pCj,β , cj,βq_pEj,β , cj,βq. Finally, we point out that the β-translated
homotopies Hj,β and Gj,β enjoy the following properties just like the original
maps Hj and Gj .

(1) Hj,β and Gj,β are the constant homotopies on a uniform neighborhood of
every arc-endpoint,

(2) fj,βp rXjq � Cj,β and gj,βpCj,βq � rXj ,

(3) Hj,βp rXj � Iq � rXj and Gj,βpCj,β � Iq � Cj,β ,
(4) fj,βpβTjq � Ej,β and gj,βpEj,βq � βTj ,
(5) Hj,βpβTj � Iq � βTj and Gj,βpEj,β � Iq � Ej,β .

Note that (2) and (3) imply that the restricted maps pfj,βq|�Xj : rXj Ñ Cj,β and

pgj,βq|Cj,β : Cj,β Ñ rXj are homotopy inverses. Similarly, (4) and (5) imply that
pfj,βq|βTj : βTj Ñ Ej,β and pgj,βq|Ej,β : Ej,β Ñ βTj are homotopy inverses.

Remark 3.4. For β, γ P π1pYjq, we also have a canonical homeomorphism
Dj,β Ñ Dj,γβ . Formally, this map is δγβ � δ

�1
β , however, since it is determined

by left multiplication by γ, we will also denote it by δγ . With this definition,
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the following diagram commutes for all j P N and β, γ P π1pYjq.

rYj fj,β
//

∆γ

��

Dj,β

gj,β
//

δγ

��

rYj
∆γ

��rYj
fj,γβ

// Dj,γβ gj,γβ
// rYj

4 The inverse limits pY and pZ

Since πnpXq � πnp rXq � πnprY q for all n ¥ 2, we wish to analyze the homo-

topical structure of rY . However, directly verifying the continuity of the desired
deformations of rY appears to be exceptionally tedious. Thus we seek a detailed
description of the inverse system prY¤k, rrk�1,kq.

4.1 The behavior of rrk�1,k : rY¤k�1 Ñ rY¤k

For each k P N, the universal covering space rY¤k is a CW-complex which is

the union of homeomorphic copies of rYj attached to each other in a tree-like
fashion. We establish the following notation to keep track of the exact location
of such subspaces. Recall that rY¤k is the set of path-homotopy classes of paths

in rY¤k starting at ry0 and the covering map p¤k : rY¤k Ñ Y¤k is the endpoint
projection so if α � ras, then pkpαq � ap1q.

Definition 4.1. Fix 1 ¤ j ¤ k and let α : I Ñ Y¤k be a reduced loop based at
y0. We say that α is non-Yj-terminal if either α is constant or if for the maximal
element pa, bq P α, the loop α|ra,bs has image in

�
i�j Yi. Let ntk,j � π1pY¤kq

denote the subset of homotopy classes of non-Yj-terminal reduced loops.

An element α P ntk,j corresponds to a uniquely to a reduced word wα in the
free product π1pY¤kq � �kj�1π1pYjq, which does not terminate in a letter from
π1pYjq. Since for every α P π1pY¤kq, there exists some j P N for which wα does

not end in a letter from π1pYjq, we have p�1
¤kpy0q � π1pY¤kq �

�k
j�1 ntk,j .

When j ¤ k, the coset projection π1pY¤kq Ñ π1pY¤kq{π1pYjq restricts to a
bijection ntk,j Ñ π1pY¤kq{π1pYjq, so the elements of ntk,j are simply a canonical
choice of representatives of the elements of π1pY¤kq{π1pYjq. Moreover, ntk,j
indexes the set of connected components of p�1

¤kpYjq in the following way: each

connected component of p�1
¤kpYjq is a set of the form rYk,j,α � tαβ P rY¤k | β P rYju

for some unique α P ntk,j and is homeomorphic to rYj . In particular, there is a

canonical homeomorphism Λk,j,α : rYk,j,α Ñ rYj given by Λk,j,αpαβq � β, which
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makes the following triangle commute.

rYk,j,α Λk,j,α
//

p¤k
!!

rYj
pj

��

Yj

Proposition 4.2. rY¤k is a CW complex, which has the weak topology with

respect to the subcomplexes rYk,j,α, 1 ¤ j ¤ k, α P ntk,j.

Remark 4.3. Generally we use “tilde” notation rX to indicate that Definition
2.8 is being applied and so we create a slight inconsistency with our notation
for rYk,j,α and rXk,j,α. However, this notation most suitably reflects the fact that

these two spaces are homeomorphic copies of rYj and rXj respectively.

Allowing k to vary, note that the map rrk�1,k collapses each subspace rYk�1,k�1,α

of rY¤k�1 to a point. Additionally, rrk�1,k folds the subspaces rYk�1,j,α (for
fixed j ¤ k) onto each other homeomorphically in a way that reflects word
reduction in π1pY¤kq. This folding is non-trivial because the homomorphism
prk�1,kq# : π1pY¤k�1q Ñ π1pY¤kq, which deletes letters from π1pY¤k�1q need
not map ntk�1,j into ntk,j . Indeed, if 1 � βk�1 P π1pY¤k�1q and 1 � βj P π1pYjq
for j   k � 1, then βjβk�1 P ntk�1,j but prk�1,kq#pβjβk�1q � βj R ntk,j . We
formalize this in the next remark.

Remark 4.4 (Behavior of rrk�1,k). Fix 1 ¤ j ¤ k � 1 and α P ntk�1,j .

• If j � k � 1, then rrk�1,k maps rYk�1,j,α to the single point rrk�1,kpαq.
• If 1 ¤ j ¤ k, we write rrk�1,kpαq � α1γ for unique α1 P ntk,j and

γ P π1pYjq. In this case, rrk�1,k maps rYk�1,j,α homeomorphically ontorYk,j,α1 by αβ ÞÑ α1γβ for β P rYj . In other words, if ∆γ : rYj Ñ rYj is the
deck transformation ∆γpβq � γβ, then the following diagram of homeo-
morphisms commutes.

rYk�1,j,α

Λk�1,j,α

��

rrk�1,k
// rYk,j,α1

Λk,j,α1

��rYj
∆γ

// rYj
Indeed, because α1 P ntk,j and γβ P π1pYjq, we have Λk,j,α1pα

1γβq � γβ.
Note that rrk�1,kpαq P ntk,j ô γ � 1 ô ∆γ � id rYj .

4.2 The quotient maps rfk : rY¤k Ñ Zk

For 1 ¤ j ¤ k and α P ntk,j , let

rXk,j,α � Λ�1
k,j,αp

rXjq � tατjδ P rYk,j,α | δ P rXju
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be the copy of rXj in rYk,j,α. We will use the fixed tree Tj � rYj and its translates

βTj , β P π1pYjq to define a tree Tk,j,α in the 1-skeleton of rXk,j,α. Naively,
one could attempt to define such a tree as Λ�1

k,j,αpTjq. However, we wish for
these trees to be coherent with bonding maps rrk�1,k and the folding behavior of
this map encountered in the previous section suggests that such a choice would
ultimately fail. Although our choices will be entirely determined by our initial
choices of Tj in rXj , we must construct them by induction on k.

For k � j � 1, we have rY1 � rY1,1,1 and Λ1,1,1 � id rY1
. Thus, we define

T1,1,1 � T1 and set T1 � tT1,1,1u.
Suppose we have defined every element of Tk � tTk,j,α | 1 ¤ j ¤ k, α P

ntk,ju so that each Tk,j,α is a maximal tree in the 1-skeleton of rXk,j,α.
Case I: If j � k � 1, define Tk�1,j,α � Λ�1

k�1,j,αpTjq.
Case II: If 1 ¤ j ¤ k, write prk�1,kq#pαq � α1γ for α1 P ntk,j and γ P

π1pYjq. The tree Tk,j,α1 is defined in rYk,j,α1 by our induction hypothesis.
Therefore, we set

Tk�1,j,α � Λ�1
k�1,j,α �∆�1

γ � Λk,j,α1pTk,j,α1q

Set Tk�1 � tTk�1,j,α | 1 ¤ j ¤ k�1, α P ntk�1,ju. This completes the induction.

Remark 4.5 (Coherence of trees). The inductive construction of Tk�1,j,α was
given precisely to match with the bonding maps rrk�1,k.

Case I: If j � k�1, then rrk�1,kpTk�1,j,αq � rrk�1,kpαq and Λk�1,j,αpTk�1,j,αq �
Tj .
Case II: If 1 ¤ j ¤ k and α1 and γ are as above then rrk�1,k maps Tk�1,j,α

homeomorphically onto Tk,j,α1 . Moreover, if Λk,j,α1pTk,j,α1q � βTj , then
the above definition ensures

Λk�1,j,αpTk�1,j,αq � γ�1βTj .

Our inductive construction of Tk,j,α implies that this tree will always corre-
spond to some translation βTj under the “bookkeeping” homeomorphism Λk,j,α
(this is stated formally in the next proposition). We will see later on that the
homomorphisms Λk,j,α are precisely the bridge required to witness the eventual
stabilization of certain sequences of trees tTk,j,αku where j is fixed and k Ñ8.

Proposition 4.6. For every 1 ¤ j ¤ k   8 and α P ntk,j, Λk,j,αpTk,j,αq � βTj
in rYj for some β P π1pYjq.

Let Zk be the quotient space of rY¤k obtained by identifying each tree Tk,j,α P
Tk to a point and rfk : rY¤k Ñ Zk be the quotient map. Let zk � rfkpry0q be
the basepoint of Zk. Since Tk consists of a collection of disjoint, contractible
subcomplexes in rY¤k, it is clear that quotient map rfk is a homotopy equivalence

of CW-complexes. However, we wish to choose homotopy inverses for rfk in a
coherent way. Toward this end, we first show that the spaces Zk are part of a
uniquely determined inverse system.
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Lemma 4.7. For each k P N, there is a unique map rsk�1,k : Zk�1 Ñ Zk such
that the following diagram commutes.

rY¤k�1

rrk�1
//

rfk�1

��

rY¤k
rfk
��

Zk�1 rsk�1

// Zk

Proof. Since rfk�1 collapses each tree Tk�1,j,α to a point, it suffices to show

that rfk � rrk�1,k also collapses Tk�1,j,α to a point. If j � k � 1, then rrk�1,k

maps Tk�1,j,α to rrk�1,kpαq and the conclusion is clear. Suppose 1 ¤ j ¤ k and
prk�1,kq#pαq � α1γ for α1 P ntk,j and γ P π1pYjq. By construction, rrk�1,k maps

Tk�1,j,α homeomorphically onto Tk,j,α1 . Since rfk maps Tk,j,α1 to a point, the
conclusion follows.

Definition 4.8. Let pZ � limÐÝkpZk, rsk�1,kq be the inverse limit with basepointpz0 � pzkq and projection maps rsk : pZ Ñ Zk. Additionally, let pf � limÐÝk
rfk :

ppY , py0q Ñ p pZ, pz0q be the inverse limit map.

Working toward the construction of a homotopy inverse of pf , we now con-
struct a specific, coherent system of homotopy inverses trgku for the sequence

t rfku. Fix 1 ¤ j ¤ k, α P ntk,j , and set Dk,j,α � rfkp rYk,j,αq. Notice that Zk
is a CW-complex with the weak topology with respect the set of subcomplexes
of the form Dk,j,α. Let rfk,j,α : rYk,j,α Ñ Dk,j,α be the quotient map, which

is the restriction of rfk to rYk,j,α. Recall that rfk,j,α collapses Tk,j,α to a point

and, by Proposition 4.6, Tk,j,α corresponds to some translation βTj in rYj , i.e.

Λk,j,αpTk,j,αq � βTj . In Section 3.2, we let rfj,β : rYj Ñ Dj,β be the quotient
map collapsing βTj to a point. These observations make the next proposition
immediate.

Proposition 4.9. Suppose Λk,j,αpTk,j,αq � βTj for β P π1pYjq. Then there
is a canonical homeomorphism λk,j,α : Dk,j,α Ñ Dj,β that makes the following
square commute. rYk,j,α Λk,j,α

//

rfk,j,α
��

rYj
fj,β

��

Dk,j,α
λk,j,α

// Dj,β

We use the homeomorphisms λk,j,α to maintain track of what the mapsrsk�1,k do to the spaces Dk�1,j,α when j ¤ k.

Lemma 4.10. Fix 1 ¤ j   k � 1 and α P ntk�1,j. Suppose
• prk�1,kq#pαq � α1γ for α1 P ntk,j and γ P π1pYjq
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• and Λk,j,α1pTk,j,α1q � βTj for β P π1pYjq.
Then the following cube commutes.

rYk�1,j,α
rYk,j,α1

rYj rYj
Dk�1,j,α Dk,j,α1

Dj,γ�1β Dj,β

rrk�1,k

Λk�1,j,α

rfk�1,j,α

rfk�1,j,α

Λk,j,α1

∆γ

fj,β
rsk�1,k

λk�1,j,α λk,j,α1

δγ

fj,γ�1β

(C2)

Proof. Recall from Remark 4.5 that Λk�1,j,αpTk�1,j,αq � γ�1βTj . Commutativ-
ity of the top face was verified in Section 4.1. The left and right faces commute
by Proposition 4.9. The front face commutes is a special case of the left square
in Remark 3.4. The setup of the lemma is precisely the situation where rrk�1,k

maps rYk�1,j,α homeomorphically to rYk,j,α1 . Therefore, the back face commutes
by the definition of rsk�1,k (recall Lemma 4.7). Since the vertical maps are
surjective and all other faces commute, the bottom face commutes.

4.3 A homotopy inverse rgk for rfk

In Section 3.3, we fixed a homotopy inverse gj,β : Dj,β Ñ rYj of fj,β and ho-
motopies Hj,β and Gj,β . Using these pre-defined structures, we now construct

maps rgk : Zk Ñ rY¤k inductively as follows.

When k � 1, we have rY1 � rYj , Z1 � D1 and rf1 � f1. Thus we definerg1 � g1. For our induction hypothesis, we suppose that rgk has been defined so
that for all 1 ¤ j ¤ k and α P ntk,j , rgkpDk,j,αq � rYk,j,α and, in particular, rgk
maps the arc-endpoints of Dk,j,α bijectively to the arc-endpoints of rYk,j,α. Letrgk,j,α : Dk,j,α Ñ rYk,j,α be the corresponding restriction of rgk.

Fix 1 ¤ j ¤ k� 1. We will determine rgk�1 by defining its restriction to each

subcomplex Dk�1,j,α as a map rgk�1,j,α : Dk�1,j,α Ñ rYk�1,j,α.

Case I: If j � k� 1, then Tk�1,j,α was constructed so that Λk�1,j,αpTk�1,j,αq �
Tj . By Lemma 4.9 (in the case β � 1), the left square below commutes. We
define rgk�1,j,α � Λ�1

k�1,j,α � gj � λk�1,j,α so that the diagram on the right com-
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mutes. rYk�1,j,α

rfk�1
//

Λk�1,j,α

��

Dk�1,j,α

rgk�1
//

λk�1,j,α

��

rYk�1,j,α

Λk�1,j,α

��rYj
fj

// Dj gj
// rYj

Case II: Suppose 1 ¤ j ¤ k and α P ntk�1,j . Write
• prk�1,kq#pαq � α1γ for α1 P ntk,j and γ P π1pYjq
• and Λk,j,α1pTk,j,α1q � βTj for β P π1pYjq.

The restricted maps rrk�1,k : rYk�1,j,α ÞÑ rYk,j,α1 and rsk�1,k : Dk�1,j,α ÞÑ Dk,j,α1
are homeomorphisms. Since rgk,j,α1 is defined by hypothesis, we set rgk�1,j,α �rrk�1,k|

�1
rYk�1,j,α

�rgk,j,α1 � prsk�1,kq|Dk�1,j,α
so the the following diagram commutes.

rYk�1,j,α

rrk�1,k
// rYk,j,α1

Dk�1,j,α

rgk�1,j,α

OO

rsk�1,k

// Dk,j,α1

rgk,j,α1
OO

In both cases, rgk�1,j,α is continuous and maps arc-endpoints bijectively to arc-
endpoints. This completes the definition of all rgk,j,α. We will use the next
lemma to prove that rgk is well-defined.

Lemma 4.11. If 1 ¤ j ¤ k   8, α P ntk,j, and Λk,j,αpTk,j,αq � βTj for
β P π1pYjq, then the following square commutes.

rYk,j,α Λk,j,α
// rYj

Dk,j,α
λk,j,α

//

rgk,j,α
OO

Dj,β

gj,β

OO

Proof. Fix j P N. We proceed by induction on k for k ¥ j. In the case
k � j, rgk,j,α is constructed according to Case I. In particular, β � 1 and the
commuting diagram is precisely the definition of rgk,j,α. Suppose that k ¥ j
and that the diagram commutes for all α1 P ntk,j . Since k � 1 ¡ j, the maprgk�1,j,α is constructed according to Case II. Using the notation from Case II
(for α1 P ntk,j , and γ, β P π1pYjq), consider the following cube, which is the
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“inverse” of that in Lemma 4.10.

rYk�1,j,α
rYk,j,α1

rYj rYj
Dk�1,j,α Dk,j,α1

Dj,γ�1β Dj,β

rrk�1,k

Λk�1,j,α

rgk�1,j,α

rgk,j,α1
Λk,j,α1

∆γ

gj,β
rsk�1,k

λk�1,j,α λk,j,α1

δγ

gj,γ�1β

(C3)

Recall that Λk�1,j,αpTk�1,j,αq � γ�1βTj and therefore, it suffices to show that
the left face commutes. The top and bottom faces are the same as in Lemma
4.10 and still commute. The back face commutes by the definition of rgk�1,j,α.
The commutativity of the front face is a case of the right square in Remark 3.4.
The right face commutes by our induction hypothesis. Since all of the horizontal
maps are homeomorphisms, we conclude that the left face commutes.

Theorem 4.12. For every k P N, rgk : Zk Ñ rY¤k is well-defined and continuous.
Moreover,

(1) rgk � rfk : rY¤k Ñ rY¤k is the identity on p�1
¤kpy0q,

(2) rfk � rgk : Zk Ñ Zk is the identity on rfkpp�1
¤kpy0qq,

(3) and rgk � rsk�1,k � rrk�1,k � rgk�1.

Proof. Fix k P N. Since Zk has the weak topology with respect to the subcom-
plexes Dk,j,α and each rgk,j,α is clearly continuous, it suffices to check that rgk is
well defined. First, we make an observation: for any given j and α recall that
we have verified the commutativity of the diagram when Λk,j,αpTk,j,αq � βTj .

rYk,j,α
Λk,j,α

��

rfk,j,α
// Dk,j,α

λk,j,α

��

rgk,j,α
// rYk,j,α

Λk,j,α

��

rfk,j,α
// Dk,j,α

λk,j,α

��rYj
fj,β

// Dj,β gj,β
// rYj

fj,β

// Dj,β

In Section 3.3, we constructed gj,β and fj,β so that gj,β �fj,β is the identity map

on the arc-endpoints of rYj and fj,β � gj,β is the identity on the arc-endpoints of

Dj,β . It follows from the diagram that rgk,j,β � rfk,j,β and rfk,j,β � rgk,j,β are the
identities on the respective sets of arc-endpoints.

Two distinct subcomplexes of the form Dk,j,α (respectively rYk,j,α) either
meet at a single point or do not meet at all. Suppose txu � Dk,j,αXDk,j1,α1 where
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Dk,j,α � Dk,j1,α1 . We check that rgk,j,αpxq � rgk,j1,α1pxq. By the definition of rfk,

we have rfkpyq � x for a unique point y. In particular, tyu � rYk,j,α X rYk,j1,α1 .
Thus rfk,j,αpyq � rfk,j1,α1pyq � x. Since rgk,j,α � rfk,j,α and rgk,j,α1 � rfk,j,α1 are the
identity on the arc-endpoints, we have

rgk,j,αpxq � rgk,j,αp rfk,j,αpyqq � y � rgk,j1,α1p rfk,j1,α1pyqq � rgk,j1,α1pxq.
This proves that rgk is well-defined.

Now that well-definedness of rgk is established, both (1) and (2) follow im-
mediately from the fact in the first paragraph of the proof that for all j and α,
the compositions rgk,j,α � rfk,j,α and rgk,j,α � rfk,j,α fix their respecive arc-endpoint
sets.

For (3), we verify that the following square commutes by checking that the
compositions agree on Dk�1,j,α.

rY¤k�1

rrk�1,k
// rY¤k

Zk�1

rgk�1

OO

rsk�1,k

// Zk

rgk

OO

When 1 ¤ j ¤ k, rrk�1,k � rgk�1 and rgk � rsk�1,k agree on Dk�1,j,α by def-
inition of rgk�1,j,α. When j � k � 1, we have rrk�1,k � rgk�1,j,αpDk�1,j,αq �rrk�1,kp rYk�1,j,αq � rrk�1,kpαq. For the other composition, we have the following,

rgk � rsk�1,kpDk�1,j,αq � rgk � rsk�1,k � rfk�1p rYk�1,j,αq

� rgk � rfk � rrk�1,kp rYk�1,j,αq

� rgk � rfkprrk�1,kpαqq

� rrk�1,kpαq

where the last equality follows from (1).

Since the maps rgk agree with the bonding maps rrk�1,k and rsk�1,k, we definepg � limÐÝk rgk : pZ Ñ pY to be the inverse limit map. Note that pgppz0q � py0.

4.4 Coherence of rfk and rgk

To show the limit maps pg : pZ Ñ pY and pf : pY Ñ pZ are homotopy inverses, we
construct homotopies rHk from id rY¤k to rgk � rfk and rGk from idZk to rfk � rgk,
which are coherent with the respective bonding maps.

Theorem 4.13. For each k P N, there exist based homotopies rHk : rY¤k � I ÑrY¤k from id rY¤k to rgk � rfk and rGk : Zk � I Ñ Zk from idZk to rfk � rgk such that
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the following squares commute for all k P N.

rY¤k�1 � I

�Hk�1

��

rrk�1,k�id
// rY¤k � I

�Hk
��

Zk�1 � I

rGk�1

��

rsk�1,k�id
// Zk � I

rGk
��rY¤k�1 rrk�1,k

// rY¤k Zk�1 rsk�1,k

// Zk

Remark 4.14. The key to proving Theorem 4.13 is the relationship between
the maps rfk, rgk and the previously defined maps fj,β and gj,β . In particular,
whenever 1 ¤ j ¤ k   8, α P ntk,j , and Λk,j,αpTk,j,αq � βTj , the following
squares commute:

rYk,j,α
rfk,j,α

��

Λk,j,α
// rYj

fj,β

��

rYk,j,α Λk,j,α
// rYj

Dk,j,α
λk,j,α

// Dj,β Dk,j,α
λk,j,α

//

rgk,j,α
OO

Dj,β

gj,β

OO

Proof of Theorem 4.13. Let k P N. We define rHk and rGk piecewise by defining
their values on the subcomplexes rYk,j,α � I and Dk,j,α � I of the respective
domains. Fix 1 ¤ j ¤ k and α P ntk,j and suppose Λk,j,αpTk,j,αq � βTj for β P

π1pYjq. Define maps rHk,j,α : rYk,j,α�I Ñ rYk,j,α and rGk,j,α : Dk,j,α�I Ñ Dk,j,α
so that the following squares commute:

rYk,j,α � I
�Hk,j,α

//

Λk,j,α�id

��

rYk,j,α
Λk,j,α

��

Dk,j,α � I
rGk,j,α

//

λk,j,α�id

��

Dk,j,α

λk,j,α

��rYj � I
Hj,β

// rYj Dj,β � I
Gj,β

// Dj,β

When the left diagram is restricted to t � 0, Hj,β becomes the identity map.

Therefore, rHk,j,α does too. Recall thatHj,β is a homotopy from id rYj to gj,β�fj,β .

Therefore, rHk,j,α is a homotopy from

Λ�1
k,j,α � id rYj � Λk,j,α � id rYk,j,α

to

Λ�1
k,j,α � pgj,β � fj,βq � Λk,j,α � pΛ�1

k,j,α � gj,β � λk,j,αq � pλ
�1
k,j,α � fj,β � Λk,j,αq

� rgk,j,α � rfk,j,α
where the second equality comes from the left square in Remark 4.14. Because
Gj,β is a homotopy from idDj,β to fj,β � gj,β , the same argument using the

right square in Remark 4.14 shows that rGk,j,α is a homotopy from idDk,j,α to
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rfk,j,α � rgk,j,α. Additionally, since Hj,β and Gj,β are the constant homotopy

on the respective sets of arc-endpoints, the same holds for rHk,j,α and rGk,j,α.

This last observation ensures that rHk and rGk will be well-defined functions if
we define rHk to agree with rHk,j,α on rYk,j,α and rGk to agree with rGk,j,α on
Dk,j,α (a detailed proof follows the same elementary line of argument used to

prove rgk is well-defined). Since rY¤k has the weak topology with respect to the

subcomplexes rYk,j,α, rHk is continuous. Similarly, rGk is continuous.

With the definition and continuity of rHk and rGk established for all k, we
fix k and work toward proving that the two squares in the statement of the
theorem commute. Let 1 ¤ j ¤ k � 1 and α P ntk�1,j . We will show thatrHk � prrk�1,k � idq and rrk�1,k � rHk�1 agree on each subcomplex rYk�1,j,α � I.

Case I: If j � k�1, then rrk�1,kp rYk�1,k,αq � rrk�1,kpαq and so rrk�1,kp rHk�1p rYk�1,k,α�

Iqq � rrk�1,kp rYk�1,k,αq � rrk�1,kpαq. Moreover,rHkprrk�1,kp rYk�1,k,α � Iqq � rHkptrrk�1,kpαqu � Iq � rrk�1,kpαq

since rrk�1,kpαq P p
�1
¤kpy0q and rHk is the constant homotopy on p�1

¤kpy0q.

Case II: Suppose 1 ¤ j ¤ k. Write rrk�1,kpαq � α1γ for α1 P ntk,j and
γ P π1pYjq. If Λk,j,α1pTk,j,α1q � βTj , then Λk�1,j,αpTk�1,j,αq � γ�1βTj . Sincerrk�1,k maps rYk�1,j,α homeomorphically onto rYj,k,α1 , it suffices to show thatrHk,j,α1 � prrk�1,k� idq � rrk�1,k � rHk�1,j,α agree on rYk�1,j,α� I, i.e. that the top
face of the following cube commutes.

rYk�1,j,α � I rYk�1,j,α

rYk,j,α1 � I rYk,j,α1
rYj � I rYj

rYj � I rYj

�Hk�1,j,α

rrk�1,k�id

Λk�1,j,α�id

Λk�1,j,α

rrk�1,k

�Hk,j,α1

Λk,j,α1
Hj,γ�1β

∆γ�id

∆γ

Hj,β

Λk,j,α1�id
(C4)

The front and back faces commute by the definition of rHk�1,j,α and rHk,j,α1 .
Commutativity of the right face was given in Section 4.1 and the left face follows
immediately. It suffices to check the bottom face. Recall that for any ν P π1pYjq

and η P rYj , the formula for Hj,ν is Hj,νpη, tq � νHjpν
�1η, tq. Therefore, if

pη, tq P rYj � I, then

Hj,β � p∆γ � idqpη, tq � Hj,βpγη, tq � βHjpβ
�1γη, tq
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The other direction is

∆γ �Hj,γ�1βpη, tq � ∆γpγ
�1βHj,βpβ

�1γη, tqq � βHj,βpβ
�1γη, tq

This proves the bottom square commutes. We conclude that the top square
commutes, completing the proof for Case II.

The proof for the coherence of the maps rGk with rsk�1,k is nearly identical,
replacing the homomorphisms Λ�,�,� with λ�,�,� and ∆� with δ� so we omit
the details.

Theorem 4.15. The maps pf : pY Ñ pZ and pg : pZ Ñ pY are homotopy inverses.

Proof. The maps rHk, k P N form an inverse system of based homotopies.

pY � I

xH
��

� � � // rY3 � I

�H3

��

rr3,2�id
// rY2 � I

�H2

��

rr2,1�id
// rY1 � I

�H1

��pY � � � // rY3 rr3,2
// rY2 rr2,1

// rY1

The limit of this first system is a map pH : pY � I Ñ pY , which, by construc-
tion, is a based homotopy from id pY to pg � pf . Here we are implicitly using the
fact that inverse limits commute with finite products to identify the limit with
limÐÝkp

rY¤k, rrk�1,kq � limÐÝkpI, idq �
pY � I.

Similarly, the homotopies rGk, k P N, form an inverse system of based homo-
topies.

pZ � I

pG
��

� � � // Z3 � I

rG3

��

rs3,2�id
// Z2 � I

rG2

��

rs2,1�id
// Z1 � I

rG1

��pZ � � � // Z3 rs3,2
// Z2 rs2,1

// Z1

The limit of this second system is a map pG : pZ�I Ñ pZ, which, by construction,
is a based homotopy from id pZ to pf � pg.

Proposition 4.16. For the maps pf , pH, and pG defined above, the following
square commutes. pY � I

xH //

pf�id
��

pY
pf
��pZ � I pG
// pZ
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Proof. It suffices to check that for all k P N, the following square commutes.
Once this is established, the result follows from taking the inverse limit over k
with the appropriate bonding maps in each position.

rY¤k � I
�Hk //

rfk�id
��

rY¤k
rfk
��

Zk � I rGk
// Zk

Fix 1 ¤ j ¤ k   8 and α P ntk,j . Suppose Λk,j,αpTk,j,αq � βTj for β P π1pYjq.

We check that the two compositions agree on rYk,j,α � I, i.e. that the top face
of the following cube commutes.

rYk,j,α � I Dk,j,α � I

rYk,j,α Dk,j,α

rYj � I Dj,β � I

rYj Dj,β

rfk,j,α�id

�Hk,j,α
Λk,j,α�id

λk,j,α�id

rGk,j,α

rfk,j,α

λk,j,α
fj,β�id

Hj,β

Gj,β

fj,β

Λk,j,α
(C5)

The front and back faces commute by the definition of rfk,j,α. The left and right

faces commute by the definitions of rHk,j,α and rGk,j,α respectively. The bottom
face is the bottom face of Cube C1 in Section 3.3. Since the vertical maps are
homeomorphisms, the top face commutes.

Recall that pY0 is the path component of py0 in pY . Let pZ0 � pfppY0q. Since pZ0

is path connected and pgppz0q P pY0, we have pgp pZ0q � pY0. Thus the restrictionspf0 : pY0 Ñ pZ0 of pf and pg0 : pZ0 Ñ pY0 of pg are well-defined maps. A similar
argument gives restricted homotopies pH0 : pY0 � I Ñ pY0 and pG0 : pZ0 � I Ñ pZ0.
Hence, we have the following corollary.

Corollary 4.17. The restricted maps pf0 : pY0 Ñ pZ0 and pg0 : pZ0 Ñ pY0 are based
homotopy inverses. In particular, pH0 is a based homotopy from id pY0

to pg0 � pf0

and pG0 is a based homotopy from id pZ0
to pf0 � pg0. Moreover, these homotopies
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make the following square commute.

pY0 � I
xH0 //

pf0�id
��

pY0

pf0
��pZ0 � I pG0

// pZ0

Just as with pY0, the space pZ0 need not be locally path connected. In the
next section we give a detailed account of the structure of rY so that we may
construct a locally path connected counterpart Z for pZ0

5 The spaces rY and Z

5.1 The topological structure of rY

In this section, we provide a description of rY similar to that of rYj , namely

a tree-like decomposition into copies of rYj . Just as the copies of rYj appear

in rY¤k according to the reduced words in π1prY¤kq, the copies of rYj in rY will
be arranged according to the infinite word structure of �jπ1pYjq. The main
difference between these two situations is that words in π1pY q may be indexed

by an infinite linear order and thus copies of rYj will appear in a corresponding
manner.

Definition 5.1. Fix j P N and let α : I Ñ Y be a reduced loop based at y0.
We say that α is non-Yj-terminal if either the linear order α does not have a
maximal element or if pa, bq P α is maximal and α|ra,bs is a loop in

�
i�j Yi.

For each j P N, let nt8,j � π1pY q denote the subset of homotopy classes of
non-Yj-terminal reduced loops.

Remark 5.2. Just like the finite case, the set nt8,j � π1pY q provides a canon-
ical choice of representatives for the coset space π1pY q{π1pYjq. Indeed, the pro-
jection π1pY q Ñ π1pY q{π1pYjq restricts to a bijection nt8,j Ñ π1pY q{π1pYjq.

Moreover, p�1py0q � π1pY q �
�
jPN nt8,j since for every α P π1pY q, the cor-

responding reduced word wα either has no terminal letter or does not terminate
in a letter of π1pYjq for all but one j.

Define the following subsets of rY for each α P nt8,j .

• rY8,j,α � tαβ P rY | β P rYju,
• U8,j,α � tαβ P rY | β P rYjzπ1pYjqu,

• rX8,j,α � tαβτj P rY | β P rYju.
By definition, we have rX8,j,α � U8,j,α � rY8,j,α.

Proposition 5.3. Fix j P N. Then
(1) p�1pYjq is the disjoint union of the sets rY8,j,α, α P nt8,j.
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(2) p�1pYjzty0uq is the disjoint union of the sets U8,j,α, α P nt8,j,

(3) p�1pXjq is the disjoint union of the sets rX8,j,α, α P nt8,j.

Proof.
�
αPnt8,j

rY8,j,α � p�1pYjq is clear. Suppose γ P p�1pYjq. If γ P nt8,j ,

then γ P rY8,j,γ . If γ R nt8,j , then we may write γ � αβ where α P nt8,j and

β P rYj , giving γ P rY8,j,α. This proves p�1pYjq �
�
t rY8,j,α | α P nt8,ju.

To show the sets rY8,j,α, α P nt8,j are disjoint, suppose γ P rY8,j,αX rY8,j,α1
for α, α1 P nt8,j . Write γ � αβ � α1β1 for paths β, β1 P rYjzπ1pYjq. Now
β2 � βpβ1q�1 P π1pYjq corresponds to a letter in the group of reduced words
�jπ1pYjq. Now δ � αβ2pα1q�1 � 1 in π1pY q and so rwδs � e in �jπ1pYjq.
However, this means that the unreduced word wαwβ2w

�1
α1 is equivalent to the

empty word. Because wα and w�1
α1 are already reduced, this is only possible if

rwβ2s � e, i.e. if β2 � 1 in π1pYjq. It follows that α � α1.
(1) provides the non-trivial parts of the arguments for (2) and (3). The

remainder of these proofs are straightforward.

Because Y is locally contractible at each point of Y zty0u, a straightforward
argument gives the next proposition.

Proposition 5.4. For each α P nt8,j,

(1) U8,j,α is open in rY ,
(2) U8,j,α is a path component of p�1pYjztyjuq,
(3) p|U8,j,α : U8,j,α Ñ Yjztyju is a surjective local homeomorphism.

Proposition 5.5. For each α P nt8,j, rY8,j,α is the closure of U8,j,α in rY .

Proof. Note that rY8,j,α consists of U8,j,α and the elements αβ, β P π1pYjq.
Fixing β P π1pYjq, let V be a path-connected neighborhood of y0 in Y so that

Npαβ, V q is a basic and path-connected neighborhood of αβ in rY . Since we
have assumed from the start that π1pYjq � 1, Yj consists of more than a point
and so there exists a path η : pI, 0q Ñ pV X Yj , yjq with ηp1q � y0. Writing

γ � rηs, we have αβγ P Npαβ, V q X U8,j,α. This proves rY8,j,α � U8,j,α. Since

U8,j,α � rY8,j,α, it suffices to prove that rY8,j,α is closed in rY . Since Yj is closed

in Y , p�1pYjq is closed. Hence, it is enough to show that rY8,j,α is closed in
p�1pYjq.

Let γ P p�1pYjqz rY8,j,α. Proposition 5.3 gives that γ P rY8,j,α1 where α �

α1 P nt8,j . Write γ � α1β1 for β1 P rYj .
Case I: If β1 does not represent a loop, i.e. β1 R π1pYjq, then by (1) of the

previous proposition, U8,j,α1 is an open neighborhood of γ disjoint from rY8,j,α.

Case II: If β1 P π1pYjq, we may use the fact that rY is Hausdorff to find a
path-connected neighborhood V of y0 in Y such that α R Npα1β1, V q. Moreover,
since j is fixed, we may choose V small enough so that V XYj is homeomorphic

to a half-open arc in YjzXj . We claim that Npα1β1, V qX rY8,j,α � H. Suppose,

to obtain a contradiction, that αβ � α1β1δ for β P rYj and δ P rV (where V
has basepoint y0). Note that δp1q lies in the half-open arc YjzXj . Let ε be the
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homotopy class of the path I Ñ Yj , which parameterize the arc from βp1q � δp1q
to yj � y0. By our choice of V , we must have δε P π1p

�
i�j Yi, y0q, that is, wδε

contains no letters from π1pYjq.
Recall that α, α1 are being represented by reduced loops such that the cor-

responding reduced words wα and wα1 do not end in a letter from π1pYjq. If
βε � 1 in π1pYjq, then α � α1β1δε, however, this contradicts α R Npα1β1, V q.
If 1 � βε P π1pYjq, then we have αβε � α1β1δε in π1pY q where βε P π1pYjq.
Now, wαβε consists of the reduced word wα, which does not end in a letter from
π1pYjq, followed by the non-trivial letter pβεq P π1pYjq. Thus wαβε is a reduced
representative of wα1β

1wδε. However, wα1β
1 is reduced and wδε has no letters

from π1pYjq. The only way for wα1β
1wδε to reduce to wαpβεq is if rwδεs � e,

that is, if δε � 1. However, this would give αpβεq � α1β1. Since wαpβεq � wα1β
1

as reduced words, the terminal letters must be equal, i.e. βε � β1. This implies
α � α1; a contradiction.

Proposition 5.6. For each α P nt8,j, rY8,j,α is a path component of p�1pYjq.

Moreover, rY8,j,α is locally path connected and simply connected.

Proof. Let Γ : I Ñ p�1pYjq be a path. By Proposition 5.3, we may assume

Γp0q � αβ for α P nt8,j and β P rYj . Now γ � p � Γ : I Ñ Yj starts at βp1q.
Let rγsptq � αβrγts be the standard lift as described in Remark 2.9. Now it is

clear that rγs is a path in rY8,j,α and by unique path-lifting, we have Γ � rγs.
Moreover, since Yj is path-connected, standard lifts may be used to show eachrY8,j,α is path-connected. We conclude that the sets rY8,j,α, α P nt8,j are the
path components of p�1pYjq.

Next, we fix α P nt8,j and show rY8,j,α is locally path connected. It is clear

from (3) of Proposition 5.4 that rY8,j,α is locally path connected at the points of

U8,j,α. Fix αβ P rY8,j,α for β P π1pYjq. Let V be a neighborhood of y0 in Y such

that V X Yj is a half-open arc in YjzXj . We will show that Npαβ, V q X rY8,j,α
is path connected. Consider αβγ � αβ1 for γ P rV and β1 P rYj . From this, we
have γ � β�1β1. Therefore, γ represents a path in Yj X V . In particular, if
ε : I Ñ Yj X V parameterizes the arc from y0 to γp1q, then the standard liftrεsptq � αβrεts gives a path in Npαβ, V q X rY8,j,α from αβ to αβγ.

Finally, suppose ` : I Ñ rY8,j,α is a loop based at α. Since rY is simply

connected, ` is null-homotopic in rY . Since p�` has image in Yj and Yj is a retract
of Y , p�` is null-homotopic loop in Yj . Let K : pI2, t0, 1u�IYI�t1uq Ñ pYj , yjq

be a null-homotopy of p�`. Consider the lift rK : pI2, t0, 1u�IYI�t1uq Ñ prY , αq
of K. Since Imp rKq is path-connected and contains α, Imp rKq must lie in the path

component rY8,j,α of p�1pYjq (recall Proposition 5.4). Unique lifting ensures thatrK is a null-homotopy of `. We conclude that rY8,j,α is simply connected.

Theorem 5.7. For each α P nt8,j, the restriction p| rY8,j,α : rY8,j,α Ñ Yj is a

universal covering map.
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Proof. The restriction p| rY8,j,α inherits the required lifting property of a gen-

eralized covering map from that of p. Proposition 5.6 ensures that rY8,j,α is
path connected, locally path connected, and simply connected. This fulfills all
requirements for p| rY8,j,α to be a generalized universal covering map. It follows

from standard covering space theory [16] that every generalized covering map
where the codomain is path connected, locally path connected, and semilocally
simply connected is a covering map in the usual sense. Since Yj meets all of
these conditions, p| rY8,j,α is a universal covering map.

Recall that pj : prYj , ryjq Ñ pYj , yjq denotes the universal covering map over
Yj (also with the whisker topology construction).

Corollary 5.8. For each α P nt8,j, the map Λ8,j,α : rY8,j,α Ñ rYj, Λ8,j,αpαβq �
β is a homeomorphism satisfying pj � Λ8,j,α � p| rY8,j,α

Using the previous results for rY8,j,α and the fact that Λ8,j,αp rX8,j,αq may

be identified with the copy of rXj in rY , we also have the following.

Proposition 5.9. For each α P nt8,j,

• rX8,j,α is closed in rY ,

• rX8,j,α is a path component of p�1pXjq,

• The restriction p| rX8,j,α : rX8,j,α Ñ Xj is a universal covering map.

Definition 5.10. For each α P nt8,j and γ P π1pYjq, define
• e8,j,α,γ � tαγτj,s | s P Iu,
• rx8,j,α,γ � αγτ
• ry8,j,α,γ � αγ

We refer to the points ry8,j,α,γ as the arc-endpoints of rY8,j,α.

Remark 5.11. Under the identification of Λ8,j,α, rY8,j,α consists of rX8,j,α with
an arc e8,j,α,γ attached at rx8,j,α,γ for each γ P π1pYjq. Moreover, the subspace

of arc-endpoints rY8,j,αzU8,j,α � try8,j,α,γ | γ P π1pYjqu is discrete and closed inrY .

Recall that φY : rY Ñ pY0, φY pαq � p%kpαqq is a continuous bijection, which
need not be a homeomorphism. We end this section by showing that φY is a
homeomorphism on the individual subspaces rY8,j,α of rY .

Theorem 5.12. Fix j P N and α P nt8,j. Write %kpαq � α1kγk for α1k P

ntk,j and γk P π1pYjq. The continuous injection φY : rY Ñ pY0 maps rY8,j,α
homeomorphically onto pY0 X

�±
k¥j

rYk,j,α1k �±j�1
k�1tα

1
ku
	

.

Proof. To simplify notation, let A8 � rY8,j,α, Ak � tα1ku for 1 ¤ j ¤ k � 1

and Ak � rYk,j,α1k for k ¥ j. We wish to show that φY maps A8 onto A �pY0 X
�±

k¥1Ak
�
. We first check that φY p rY8,j,αq � A.
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Suppose αβ P A8 for β P rYj . When k ¥ j, %kpαβq � α1kpγkβq where

γkβ P rYj . Thus %kpαβq P Ak. When 1 ¤ k ¤ j � 1, we have %kpαβq � α1k. Thus
φY pαβq P A, proving the desired inclusion.

When k ¥ j, the restricted map %k : A8 Ñ Ak is given by %kpαβq � α1kpγkβq
and thus the following diagram commutes.

A8
p%kq|A8//

Λ8,j,α

��

Ak

Λk,j,α1
k

��rYj
∆γk

// rYj
Since the veritical and bottom maps are homeomorphisms, so is the top map.
Then we have a sub-inverse system pAk, prrk�1,kq|Ak�1

q of prY¤k, rrk�1,kq with limit
A � limÐÝk Ak. Since the maps prrk�1,kq|Ak�1

are homeomorphisms for k ¥ j, the
projection maps prrkq|A : A Ñ Ak are homeomorphisms for k ¥ j. Thus for
all k ¥ j, the maps prrkq|�1

A � p%kq|A8 : A8 Ñ A are homeomorphisms. Sincerrk � φY � %k, we have φY |A8 � prrkq|�1
A � p%kq|A8 .

5.2 Stabilization of trees and the quotient map rf : rY Ñ Z

In the proof of Theorem 5.12, we observed that the “bookkeeping” homeomor-
phisms Λ8,j,α allowed us to show that the maps %k, k ¥ j send each rY8,j,α
homeomorphically to rYk,j,α1k for some α1k P ntk,j (when k ¥ j). The trees

Tk,j,α1k then correspond to a sequence of trees Λk,j,α1kpTk,j,α1kq � βkTj in rYj . In

order to make a unique choice of tree T8,j,α in rY8,j,α that is coherent with
the trees Tk,j,α1k , we need for the sequence tβku in π1pYjq to stabilize. This
stabilization is established in the next lemma.

Lemma 5.13 (Stabilization). Let 1 ¤ j   8, α P nt8,j, and set αk � %kpαq �
α1kγk for α1k P ntk,j and γk P π1pYjq. If Λk,j,αkpTk,j,α1kq � βkTj for βk P π1pYjq,
then sequence tβkuk¥j is eventually constant.

Proof. Fix j P N and α P nt8,j . Using the notation established in the state-
ment of the lemma, recall that Λj,j,αj pTj,j,αj q � Tj and thus βj � 1. Moreover,
according to the inductive definition of the trees T�,�,� and the summary in
Remark 4.5, we have βk�1 � γ�1

k βk for all k ¥ j. Suppose, to obtain a contra-
diction, that there exists j ¤ k1   k2   k3   � � � such that βki�1

� βki . Then
1 � γki P π1pYjq for all i P N. It follows that the reduced word wαki correspond-
ing to αki � α1kiγki in the free product π1pY¤kiq terminates in a non-trivial
letter from π1pYjq.

However, the word wα P �jπ1pYjq corresponding to α P ntk,j does not
terminate in a letter from π1pYjq. Since some of the projection words wα1k
contain elements of π1pYjq, wα must contain some letters from π1pYjq. However,
wα only contains finitely many letters from π1pYjq and so we may write wα �
wα1`wη where ` P π1pYjq is the last appearance of a letter from π1pYjq in wα
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and wη � 1 has no letters from π1pYjq. Find K large enough so that α and
αK � %Kpαq have the same number of letters from π1pYjq and such that %Kpηq �
1. Find i P N with ki ¡ K. Then %kipαq has corresponding reduced word
%kipα

1q`%kipηq where %kipηq is a non-trivial word in π1pY¤kiq with no letters
from π1pYjq. This contradicts the fact that αki ends in a letter from π1pYjq.

Definition 5.14. Fix 1 ¤ j   8, α P nt8,j , αk, and βk as in Lemma 5.13.

We define the subspace T8,j,α of rY8,j,α to be the tree Λ�1
8,j,αpβαTjq where

βα P π1pYjq is the eventual value of the sequence tβku.

Let Z be the quotient space of rY where each subspace T8,j,α is collapsed

to a point. Let rf : rY Ñ Z be the quotient map and z0 � rfpry0q. Since rY is

path connected and locally path connected so is Z. We characterize rf on the
subspaces of rY in the same way that we did for rfk. Many of the proofs are
diagram chases similar to those earlier and so we will omit some details.

Definition 5.15. For each j P N and α P nt8,j , set D8,j,α � rfp rY8,j,αq and letrf8,j,α : rY8,j,α Ñ D8,j,α denote the restricted quotient map of rf .

Proposition 5.16. Fix j P N and α P nt8,j and suppose Λ8,j,αpT8,j,αq � βαTj
for βα P π1pYjq. Then there is a canonical homeomorphism λ8,j,α : D8,j,α Ñ
Dj,βα that makes the following square commute.

rY8,j,α Λ8,j,α
//

rf8,j,α
��

rYj
fj,βα

��

D8,j,α
λ8,j,α

// Dj,βα

Proposition 5.17. Fix j P N, α P nt8,j, and k ¥ j. If %kpαq � α1kγk for
α1k P ntk,j and γk P π1pYjq, then %kpT8,j,αq � T8,j,α1k .

Proof. Recall from the proof of Theorem 5.12 that the following diagram of
homeomorphisms commutes.

rYj ∆γk // rYj
rY8,j,α

Λ8,j,α

OO

%k
// rYk,j,α1k

Λk,j,α1
k

OO

Suppose Λk,j,α1kpTk,j,α1kq � βkTj for βk P π1pYjq. By Lemma 5.13, there exists
βα P π1pYjq and K P N such that βk � βα and γk � 1 for all k ¥ K. Moreover,
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we defined T8,j,α so that Λ8,j,αpT8,j,αq � βαTj . When k ¥ K, we have

%kpT8,j,αq � Λ�1
k,j,α1k

pΛ8,j,αpT8,j,αqq

� Λ�1
k,j,α1k

pβαTjq

� Λ�1
k,j,α1k

pβkTjq

� Tk,j,α1k

The cases 1 ¤ k   K follow directly from the case k � K and the equalitiesrrk�1,kpTk�1,j,α1k�1
q � Tk,j,α1k and rrk�1,k � %k�1 � %k .

Lemma 5.18. For each k P N, we have

¤
jPN

¤
αPnt8,j

T8,j,α � %�1
k

�� ¤
1¤j¤k

¤
βPntk,j

T8,j,β

�.
Proof. The inclusion� follows from Proposition 5.17. Suppose a P rY z�jPN

�
αPnt8,j

T8,j,α.

Since rY is the union of the subspaces rY8,j,α, we have a P rY8,j,αzT8,j,α for some

j P N and α P nt8,j . Write %kpαq � α1kγk for α1k P ntk,j and γk P rYj . By Propo-

sition 5.17, %k maps rY8,j,α homeomorphically onto rYk,j,α1k and %kpT8,j,αq �
Tk,j,α1k Thus %kpaq P rYk,j,α1kzTk,j,α1k . It follows that a R %�1

k pT8,j,βq for any
1 ¤ j ¤ k and β P ntk,j .

Theorem 5.19. There is a canonical, continuous bijection ψ : Z Ñ pZ0 such
that the following square commutes.

rY
rf
��

φY // pY0

pf0
��

Z
ψ
// pZ0

Proof. To show that ψ is well-defined, we must show that pf0 � φY is constant
on each tree T8,j,α, j P N, α P nt8,j . Fixing such j and α, define αk � %kpαq,
and βk, k ¥ j as in Lemma 5.13. As in the proof of that lemma, set αk � α1kγk
for α1k P ntk,j and γk P π1pYjq so that rrk�1,kpTk�1,k,α1k�1

q � Tk,k,α1k . Recall that

βk�1 � γ�1
k βk for all k ¥ j. The conclusion of Lemma 5.13 is that there exists

K ¥ j such that βk � βα for all k ¥ K. Thus, for all k ¥ K, we have γk � 1 and
thus αk � α1k P ntk,j . It follows that rrk�1,k maps Tk�1,j,αk�1

homeomorphically
onto Tk,j,αk whenever k ¥ K.

Recall that %k maps T8,j,α homeomorphically onto T8,j,α1k for all k. Hence,
for all k ¥ K, %k maps T8,j,α homeomorphically onto Tk,j,αk . Additionally, we
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have rfkpTk,j,α1kq � ck,j,α1k P Zk. Thus, whenever k � 1 ¥ k ¥ K, we have

rsk�1,kpck�1,j,α1k�1
q � rsk�1,kpck�1,j,αk�1

q

� rsk�1,kp rfk�1pTk�1,j,α1k�1
qq

� rfkprrk�1,kpTk�1,j,α1k�1
qq

� rfkpTk,j,α1kq
� ck,j,α1k
� ck,j,αk

Representing pY as limÐÝk¥K
rY¤k and pf � limÐÝk¥K

rfk, we have

pf � φY pT8,j,αq � pf �¹
k¥K

Tk,j,αk

�
� tpck,j,αkqk¥Ku,

which is a coherent sequence and thus represents a point in pZ. This verifies
that ψ is well-defined. Since rf is a quotient map and pf � φY is continuous, ψ
is continuous. Since pZ0 � pfppY0q by definition and φY is bijection, pf � φY is
surjective. It follows that ψ is surjective.

Finally, we check that ψ is injective. It is enough to check that rf is constant
on the fibers of pf0 �φY . Suppose a � b in rY and pf0 �φY paq � pf0 �φY pbq. Write

ak � %kpaq � a1kck and bk � %kpbq � b1kdk for a1k, b
1
k P ntk,j and ck, dk P rYj . Since

a � b and φY is injective, there exists K P N such that ak � bk for all k ¥ K.
However, rfkp%kpaqq � rfkp%kpbqq for all k ¥ 1 and rfk only identifies points in
trees of the form Tk,j,α. Thus, for all k ¥ K, we have t%kpaq, %kpbqu � Tk,jk,α1k
for some jk P N and α1k P ntk,j . Specifically, we must have a1k � b1k � α1k for
k ¥ K.

By Lemma 5.18, we have a P T8,j,α and b P T8,j1,β for some j, j1 P N
and α, β P nt8,j . For k ¥ K, %k maps T8,j,α and T8,j1,β to Tk,jk,α1k . Thus
j � j1 � jk for all k ¥ K. Additionally, we must have %kpαq � α1kγk and
%kpβq � α1kδk for γk, δk P π1pYjq. However, Lemma 5.13 ensures that there
exists M ¥ K such that γk � δk � 1 for all k ¥M . Thus %kpαq � %kpβq for all
k ¥M . The injectivity of φY then gives α � β. Since a, b both lie in T8,j,α, we

have rfpaq � rfpbq.
Definition 5.20. For each k P N, let σk : Z Ñ Zk be the composition σk �rsk � ψ so that the following that the following diagram commutes for all k P N.

rY
rf
��

%k

((

φY

// pY
pf
��

rrk
// rY¤k

rfk
��

Z

σk

66

ψ
// pZ rsk // Zk
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The proof of the next proposition follows directly from established construc-
tions.

Proposition 5.21. Fix j P N, α P nt8,j, and k ¥ j. If %kpαq � α1kγk for α1k P
ntk,j, and γk P π1pYjq, then σk maps D8,j,α homeomorphically onto Dk,j,α1k
and the following square commutes.

rY8,j,α %k //

rf8,j,α
��

rYk,j,α1k
fk,j,α1

k

��

D8,j,α σk
// Dk,j,α1k

Lemma 5.22. Fix j P N, α P nt8,j and suppose that for all k ¥ j, we have
%kpαq � α1kγk for α1k P ntk,j and γk P π1pYjq. Then ψ maps D8,j,α homeomor-

phically onto pZ X �±k¥j Dk,j,α1k �
±j�1
k�1t

rfkpα1kqu	.

Proof. Consider the following commutative diagram where the right map is the
restriction of pf0.

rY8,j,α φY //

rf8,j,α
��

pY0 X
�±

k¥j
rYk,j,α1k �±j�1

k�1tα
1
ku
	

pf0
��

D8,j,α
ψ

// pZ0 X
�±

k¥j Dk,j,α1k �
±j�1
k�1t

rfkpα1kqu	
The left map is quotient and the top map is a homeomorphism by Theorem
5.12. The right map in the diagram may be represented as the inverse limitpf0 � limÐÝk¥j

rfk,j,α1k of quotient maps. Since both sets of bonding map for this

inverse system are homeomorphisms, it follows that pf0 is a quotient map. Since
ψ is a bijection by Theorem 5.19, we conclude that the restriction of ψ in the
diagram is a homeomorphism.

Recall that the open sets of lpcp pZ0q are the path components of open sets inpZ0. We will use the fact that φY : rY Ñ lpcppY0q is a homeomorphism, to prove
the analgous fact for Z.

Theorem 5.23. ψ : Z Ñ lpcp pZ0q is a homeomorphism.

Proof. Just as we defined the open sets U8,j,α in rY , define Uk,j,α � rYk,j,αztαβ PrY¤k | β P π1pYjqu for all 1 ¤ j ¤ k   8 and α P ntk,j . Set Vk,j,α � rfkpUk,j,αq
even in the case k � 8 and note that Vk,j,α is homeomorphic to Dj without

its arc-endpoints. Since Uk,j,α is saturated with respect to rfk, Vk,j,α is open in

Zk. Fix j P N and α P nt8,j . We will show that ψpV8,j,αq is open in lpcp pZ0q.
Consider the open sets

(1) U � pY0 X
�
Uj,j,%jpαq �

±
m�j

rY¤m	 in pY0,
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(2) V � pZ0 X
�
Vj,j,%jpαq �

±
m�j Zm

	
in pZ0.

Because rfjpUj,j,%jpαqq � Vj,j,%jpαq and rgjpVj,j,%jpαqq � Uj,j,%jpαq, we have pf0pU q �
V and pg0pV q � U .

Note that φ�1
Y pU q is the disjoint union of the path-connected open sets

U8,j,β , β P %�1
j p%jpαqq. Because φY : rY Ñ lpcppY0q is a homeomorphism, the

sets ψpU8,j,βq, β P %�1
j p%jpαqq are the path components of U .

Similarly, ψ�1pV q is the disjoint union of the open sets V8,j,β for all β P
%�1
j p%jpαqq. Thus V is the disjoint union of the path connected sets ψpV8,j,βq,
β P %�1

j p%jpαqq. If there was a path ` : I Ñ V with `p0q P ψpV8,j,β0
q and

`p1q P ψpV8,j,β1q for β0 � β1 in %�1
j p%jpαqq, then pg0 � ` : I Ñ U would be

a path in U from a point in φY pU8,j,β0
q to a point in φY pU8,j,β1

q. However,
this contradicts the previous paragraph. We conclude that the sets ψpV8,j,βq,
β P %�1

j p%jpαqq are the path components of V . In particular, ψpV8,j,αq is open

in lpcp pZ0q.

Since V8,j,α is locally path-connected, the restriction ψ : V8,j,α Ñ lpcp pZ0q
is continuous. Lemma 5.22 implies that ψ maps V8,j,α homeomorphically onto

its image in pZ0. Therefore, if V � V8,j,α is open, then ψpV q is open in the

subspace ψpV8,j,αq of pZ0. Since lpcp pZ0q has a finer topology than pZ0, ψpV q is

open in the subspace ψpV8,j,αq of lpcp pZ0q. Thus ψ : V8,j,α Ñ lpcp pZ0q is an

open embedding. We conclude that the restriction of ψ on Zz rfpp�1py0qq is an
open embedding.

To complete the proof that ψ is a homeomorphism, we fix α P p�1py0q and

set z � rfpαq. It is enough to show that ψ maps basic neighborhoods of z to open

sets in lpcp pZ0q. A basic neighborhood of α has the form Npα, V q where V is an
open neigborhood of y0 in Y . In particular, we may assume there is a J such
that

�
j¡J Yj � V and V XYj is an open arc in YjzXj whenever 1 ¤ j ¤ J . Note

that if Npα, V q meets T8,j,α, then j ¡ J and it follows that T8,j,α � Npα, V q.

Hence, Npα, V q is saturated with respect to rf and rfpNpα, V qq is a basic open

neighborhood of z in Z. We check that ψp rfpNpα, V qqq is open in lpcp pZ0q.
Note that VJ � V X Y¤J is an open neighborhood of y0 in Y¤J consist-

ing of a wedge of open arcs. Thus Np%Jpαq, VJq is an open neighborhood of

%Jpαq in rY¤J . In fact, p¤J maps Np%Jpαq, VJq homeomorphically onto VJ and

Np%Jpαq, VJq does not meet any of the trees TJ,j,γ in rY¤J . Thus rfJ maps

Np%Jpαq, VJq homeomorphically onto the open subset rfJpNp%Jpαq, VJqq of ZJ .
Recall that we originally constructed Hj to be the constant homotopy on some

neighborhood of each arc-endpoint of rYj . Thus, we may choose the size of the

arcs in V X Y¤J to be small enough so that rgJ maps rfJpNp%Jpαq, VJqq homeo-
morphically onto Np%Jpαq, VJq. Consider the open sets

(1) U � pY0 X
�
Np%Jpαq, VJq �

±
k�J

rY¤k	 in pY0,

(2) V � pZ0 X
� rfJpNp%Jpαq, VJqq �±k�j Zk

	
in pZ0.

By our choice of V , we have pf0pU q � V and pg0pV q � U . Now φ�1
Y pU q �
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%�1
J pNp rRJpαq, VJqq is a disjoint union of open sets of the form Npβ, V q, β P
%�1
J p%Jpαqq. Such sets are path connected. Therefore, the sets ψpNpβ, V qq,
β P %�1

J p%Jpαqq are the path components of U .

It follows that ψ�1pV q � σ�1
J p rfpNp%Jpαq, VJqqq is the disjoint union of path

connected sets of the form rfpNpβ, V qq, β P %�1
J p%Jpαqq. Then V is the disjoint

union of the path-connected sets ψp rfpNpβ, V qqq, β P %�1
J p%Jpαqq.

Suppose that there exists a path ` : I Ñ V with `p0q P ψp rfpNpβ0, V qqq and

`p1q P ψp rfpNpβ1, V qqq for β0 � β1 in %�1
J p%Jpαqq. Then pg0 � ` : I Ñ U is a path

from a point in Npβ0, V q to a point in Npβ1, V q. However, this is a contradiction
of the fact that Npβ0, V q and Npβ1, V q are distinct path components of U . We

conclude that the sets ψp rfpNpβ, V qqq, β P %�1
J p%Jpαqq are the path components

of V . In particular, ψp rfpNpα, V qqq is open in lpcp pZ0q.

Corollary 5.24. Suppose W is locally path connected and h : W Ñ Z is a
function. Then the following are equivalent:

(1) h : W Ñ Z is continuous,

(2) ψ � h : W Ñ pZ0 is continuous,
(3) σk � h : W Ñ Zk is continuous for all k P N.

We will also need the following characterization of Λ8,j,α and λ8,j,α.

Proposition 5.25. Fix j P N, α P nt8,j, and suppose that %kpαq � α1kγk for
α1k P ntk,j and γk P π1pYjq. Then Λ8,j,α � Λk,j,α1k �%k and λ8,j,α � λk,j,α1k �σk
for all but finitely many k.

Proof. We focus on the case k ¥ j where we may write Λk,j,α1kpTk,j,α1kq � βkTj .
By Lemma 5.13, we have βk � βα and γk � 1 for all but finitely many k. Fix a
sufficiently large k and consider the following cube.

rY8,j,α rYk,j,α1k
D8,j,α Dk,j,α1k

rYj rYj
Dj,βα Dj,βk

%k

rf8,j,α
Λ8,j,α

Λk,j,α1
k

rfk,j,α1
k

σk

λk,j,α1
k

∆γk

fj,βα fj,βk

δγk

λ8,j,α
(C6)

Since ∆γk � id and δγk � id, the bottom face commutes. Commutativity of the
top face is proved in Proposition 5.21. The left face is given in Proposition 5.16.
The right face is given in Proposition 4.9. Commutativity of the back face was
verified in the proof of Theorem 5.12. Since the diagonal maps are surjective,
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the front face commutes. Because ∆γk � id and δγk � id, the front and back
faces collapse into the desired triangles.

5.3 A homotopy inverse rg for rf

In the next theorem, we define a homotopy inverse for rf .

Theorem 5.26. The quotient map rf : prY , ry0q Ñ pZ, z0q has a based homotopy

inverse rg : pZ, z0q Ñ prY , ry0q. In particular, there are homotopies rH from id rY
to rg � rf and rG from idZ to rf � rg that make the following square commute.

rY � I
�H //

rf�id
��

rY
rf
��

Z � I rG
// Z

Proof. Recall that pf0 : pY0 Ñ pZ0 and pg0 : pZ0 Ñ pY0 are homotopy inverses. Also,pH : pY0 � I Ñ pY0 is a based homotopy from id pY0
to pg0 � pf0 and pG : pZ0 � I Ñ pZ0

is a based homotopy from id pZ0
to pf0 � pg0. Set rg � φ�1 � pg0 � ψ : Z Ñ rY so that

the left square commutes.

rY φ

�
// lpcppY0q

id // pY0

Z

rg

OO

ψ

� // lpcp pZ0q

lpcppg0q
OO

id // pZ0

pg0
OO

Since φY �rg � pg0 �ψ : Z Ñ pY0 is continuous and Z is locally path connected,rg is continuous by Corollary 2.19.
Since lpc preserves products, we have lpcppY0 � Iq � lpcppY0q � I. DefinerH : rY � I Ñ rY by rH � φ�1

Y � pH0 � pφY � idq. The same argument used for rg
gives the continuity of rH. Define rG : Z � I Ñ Z by rG � ψ�1 � pG0 � pψ � idq.

Since ψ � rG � pG0 � pψ � idq is continuous, rG is continuous by Corollary 5.24.

Based on the definitions given and the established results for pH0 and pG0, a
straightforward check shows that rH is a based homotopy from id rY to rg � rf andrG is a based homotopy from idZ to rf � rg.

Since pf0 � pH0 � pG0 � p pf0� idq (Corollary 4.17), a direct verification from the

formulas gives rG � p rf � idq � rf � rH.

Remark 5.27. Recall that pg0 is the restriction of pg � prgkq. Note that rg is
defined precisely so that the left square in the following diagram commutes. In
particular, ψpzq � pσkpzqq. Commutativity of other parts of the diagram have
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already been established as well.

rY
%k

((

φY

// pY0 rrk
// rY¤k

Z

rg

OO

σk

66

ψ
// pZ0

pg0
OO

rsk // Zk

rgk

OO

It follows that %k � rg � rgk � σk for all k P N.

We will have need to characterize the behavior of rg, rH, and rG on some
relevant subspaces. We begin with rH.

Lemma 5.28. For all j P N and α P nt8,j, we have rHp rY8,j,α � Iq � rY8,j,α.

Moreover, if rH8,j,α : rY8,j,α� I Ñ rY8,j,α is the corresponding restriction of rH,
then the following diagram commutes

rY8,j,α � I

Λ8,j,α�id

��

�H8,j,α
// rY8,j,α

Λ8,j,α

��rYj � I
Hj,βα

// rYj
Proof. Write %kpαq � α1kγk for α1k P ntk,j , and γk P π1pYjq. For brevity,

write A � pY0 X
�±

k¥j
rYk,j,α1k �±j�1

k�1tα
1
ku
	

. We have already established the

following.
(1) φY maps rY8,j,α homeomorphically onto A,

(2) pH0 is given by rHk in each coordinate,

(3) rHkptα
1
ku � Iq � tα1ku and rHkp rYk,j,α1k � Iq � rYk,j,α1k for all k.

Therefore, if ppakq, tq P A�I, then (2) and (3) give pH0ppakq, tq � p rHkppak, tqqq P

A. Thus pH0pA� Iq � A. This gives

rHp rY8,j,α � Iq � φ�1
Y � pH0 � pφY � idqp rY8,j,α � Iq

� φ�1
Y � pH0pA� Iq

� φ�1
Y pAq

� rY8,j,α
To verify commutativity of the square, we let Λk,j,α1kpTk,j,α1kq � βkTj when k ¥ j
so that βα is the eventual value of the sequence tβkuk¥j . Consider the following
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cube.

rY8,j,α � I rY8,j,α
rYk,j,α1k � I rYk,j,α1k

rYj � I rYj
rYj � I rYj

�H8,j,α

%k�id

Λ8,j,α�id

Λ8,j,α

%k

�Hk,j,α1
k

Λk,j,α1
k
�idHj,βα

∆γk
�id ∆γk

Hj,βk

Λk,j,α1
k

(C7)

Fix k sufficiently large so that βk � βα and γk � 1. For such k, Hj,βα �
Hj,βk and ∆γk � id, which makes the bottom face commute. Proposition 5.25
gives the commutativity of the left and right faces commute. The front face
commutes for all k ¥ j by the construction of rHk. All of the diagonal maps are
homeomorphisms. Thus the back face commutes.

We characterize the behavior of rg and rG in a similar fashion.

Lemma 5.29. For all j P N and α P nt8,j, we have rgpD8,j,αq � rY8,j,α andrGpD8,j,α � Iq � D8,j,α.

Proof. Since ψ is bijective, we may show φY � rgpD8,j,αq � φY p rY8,j,αq. Write

%kpαq � α1kγk for α1k P ntk,j , and γk P π1pYjq. For brevity, write A � pY0 X�±
k¥j

rYk,j,α1k �±j�1
k�1tα

1
ku
	

and B � pZ0 X
�±

k¥j Dk,j,α1k �
±j�1
k�1t

rfkpα1kqu	.

We have already established the following:
(1) φY is a bijection and φY p rY8,j,αq � A
(2) ψ is a bijection and ψpD8,j,αq � B

(3) rgkp rfkpα1kqq � α1k for all k and rgkpDk,j,α1kq � rYk,j,α1k for all k ¥ j.
Note that (3) gives pg0pBq � A. Thus

rgpD8,j,αq � φ�1
Y � pg0 � ψpD8,j,αq � φ�1

Y � pg0 pBq � φ�1
Y pAq � rY8,j,α

Similarly, the fact that rGkpt rfkpα1kqu � Iq � α1k for all k and rGkpDk,j,α1k � Iq �

Dk,j,α1k for all k ¥ j gives pG0pB � Iq � B. Thus rGpD8,j,α � Iq � ψ�1 � pG0 �

pψ � idqpD8,j,α � Iq � ψ�1 � pG0 pB� Iq � ψ�1 pBq � D8,j,α.

For each j P N and α P nt8,j , let rg8,j,α : D8,j,α Ñ rY8,j,α and rG8,j,α :

D8,j,α � I Ñ D8,j,α be the corresponding restrictions of rg and rG.
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Proposition 5.30. For every j P N and α P nt8,j, the following squares
commute.

rY8,j,α Λ8,j,α
// rYj D8,j,α � I

rG8,j,α
��

λ8,j,α�id
// Dj,βα � I

Gj,βα

��

D8,j,α

g8,j,α

OO

λ8,j,α

// Dj,βα

rgj,βα

OO

D8,j,α
λ8,j,α

// Dj,βα

Proof. Write %kpαq � α1kγk for α1k P ntk,j , and γk P π1pYjq and write Λk,j,α1kpTk,j,α1kq �
βkTj . Find k sufficiently large so that βα � βk and (using Lemma 5.25) such
that Λ8,j,α � Λk,j,α1k � %k and λ8,j,α � λk,j,α1k � σk. We then have that the top
and bottom triangles of the following prism commute.

rY8,j,α rYk,j,α1k
rYj

D8,j,α Dk,j,α1k

Dj,βα

%k

Λ8,j,α Λk,j,α1
k

g8,j,α

σk

λ8,j,α

gk,j,α1
k

λk,j,α1
k

gj,βα

Restricting rgk � σk � %k � rg gives the commutativity of the back face. Since
βα � βk, Lemma 4.11 gives the commutativity of the right face. Therefore, the
left face commutes.

The second square in the proposition appears as the bottom face in the
following cube.

rY8,j,α � I rY8,j,α
rYj � I rYj

D8,j,α � I D8,j,α

Dj,βα � I Dj,βα

�H8,j,α

Λ8,j,α�id

rf8,j,α�id

rf8,j,α
Λ8,j,α

Hj,βα

fj,βαrG8,j,α

λ8,j,α�id

λ8,j,α

Gj,βα

fj,βα�id
(C8)
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From the proof of Theorem 5.26, we have rf � rH � rg � p rf � idq, which gives the
commutativity of the back face. The front face is a case of the bottom face of
Cube C1 in Section 3.3. The right and left faces follow from Proposition 5.16.
Commutativity of the top face was proved in Lemma 5.28. Since the vertical
maps are surjective, the bottom face commutes.

5.4 The topological structure of Z

In this section, we give a more detailed topological description of the space Z.
Recall from Section 3.3 the definition of the maximal tree Tj in rYj and its
translates βTj , β P π1pYjq.

Definition 5.31. Fix j P N, k P N Y t8u with j ¤ k and α P ntk,j . If
Λk,j,αpTk,j,αq � βTj , we define

(1) Tk,j,α � Λ�1
k,j,αpβTjq,

(2) and set Tk �
�

1¤j¤k

�
αPntk,j

Tk,j,α.

as subspaces of rY¤k (rY if k � 8).

Each Tk,j,α consists of the maximal tree Tk,j,α of rXk,j,α and rYk,j,αz rXk,j,α,
which is the disjoint union of the arcs ek,j,α,γ , γ P π1pYjq. Therefore, whenever

k   8, Tk is a maximal tree in rY¤k. In the case k � 8, it is worth noting that
p�1py0q � T8. Indeed, if α P p�1py0q, find a j such that the reduced word wα
does not end in a letter from π1pYjq. Then α is an arc-endpoint of rY8,j,α and
therefore a free endpoint of T8,j,α. Although, T8 is not a tree in the usual

sense it will serve as a kind of analogue of a “maximal tree” in rY .

Lemma 5.32. For all k P N, %kpT8q � Tk and rrk�1,kpTk�1q � Tk.

Proof. Fix a subspace T8,j,α of T8. Write %kpαq � α1kγk for α1k P ntk,j
and γk P π1pYjq. As previously established, %k maps rY8,j,α homeomorphi-

cally onto rYk,j,α1k . In particular %k maps the arcs in rY8,j,αz rX8,j,α to the arcsrYk,j,α1kz rXk,j,α1k and T8,j,α to Tk,j,α1k . Thus %kpT8,j,αq � Tk. The inclusion
%kpT8q � Tk follows for all k. It follows immediately that rrk�1,kpTk�1q �rrk�1,kp%k�1pT8qq � %kpT8q � Tk.

Lemma 5.33. T8 is a uniquely arcwise connected and locally path-connected
subspace of rY .

Proof. Consider distinct points x, y P T8. Find an arc ` : I Ñ rY from x to

y. For each j P N and α P nt8,j , the set W8,j,α � rX8,j,αzp rYk,j,αz rXk,j,αq is

open in U8,j,α. Since U8,j,α is open in rY , W8,j,α is open in rY . We will define
another path η that is path-homotopic to `. If ` already has image in T8, we
take η � `. Otherwise, fix j P N and α P nt8,j and let pa, bq be a component

of `�1pW8,j,αq. If `|ra,bs : I Ñ rX8,j,α is a loop, then we define η|ra,bs to be the
constant path at `paq � `pbq. If ` is not a loop, then `paq and `pbq are endpoints
in the tree T8,j,α. Choose a path η|ra,bs : I Ñ T8,j,α from `paq to `pbq that
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parameterizes the unique arc between these points. By construction, we have
Imp`q � T8, `p0q � x, and `p1q � y so it suffices to verify continuity. Note

that we obtain the projection %k � η : I Ñ rY¤k from %k � ` : I Ñ rY¤k by either
making subloops of %k � ` constant and possibly modifying finitely many other
subpaths. Hence, %k � η : I Ñ rY¤k is continuous for each k. By Corollary 2.19,

η : I Ñ rY is continuous.
For later in the proof we go ahead and construct a homotopy H : I2 Ñ rY

from ` to η. In particular, if pa, bq is a component of `�1pW8,j,αq, we define

H so that Hpra, bs � Iq � rX8,j,α. The only part of the construction of H that
cannot be done arbitrarily is the following: let U be a contractible neighborhood
of `paq in rX8,j,α with contraction c : U � I Ñ U . If `|ra,bs is a loop in U based
at `paq, we define Hps, tq � cp`psq, tq. The argument for the continuity of H is
the same as it was for η.

Lemma 5.32 gives rrk�1,kpTk�1q � Tk for all k P N. Therefore, we may

form the sub-inverse limit limÐÝk Tk of trees, which is a subspace of pY . It is
well-known that every path component of an inverse limit of trees is uniquely
arcwise connected. Since %kpT8q � Tk for all k, we have φY pT8q � limÐÝk Tk.
Since φY continuously injects T8 into a uniquely arcwise connected space, we
conclude that T8 is uniquely arcwise connected.

Finally, we check that T8 is locally path connected. Local path connectiv-
ity is clear at all points in T8zp

�1py0q. Let α P p�1py0q and consider a basic
neighborhood Npα,Uq XT8 of α in the subspace topology where U is a neigh-
borhood of y0 in Y . We may assume that there is a J P N such that Yj � U for
all j ¡ J and Yj X U is an open arc in YjzXj when j ¤ J . We will show that
Npα,Uq XT8 is path connected.

Choose αβ P Npα,Uq X T8 for β P rU (U has basepoint y0). Note that

there exists j0 P N, γ P π1pU, y0q X nt8,j0 , and possibly trivial δ P rYj0 X
p�1
j0
pU X Yj0q such that β � γδ. We use δ to denote a path pI, 0q Ñ pU X

Yj0 , y0q representing the homotopy class δ and similarly, we use γ to denote a
reduced loop representing γ. In the case that j0 ¤ J , we choose γ to be a
parameterization of the arc from y0 to δp1q P U X Yj0 . Additionally, note that

wγ only has letters from π1pYjq, j ¡ J . Let `1 : I Ñ rY be the standard lift

of γ starting at α and let `2 : I Ñ rY be the standard lift of δ starting at αγ.
Then `1 is a path in Npα,Uq from α to αγ and `2 is a path in Npα,Uq from
αγ to αβ. Moreover, the image of `1 only meets p�1pYjq for j ¡ J . Using the
construction in the second paragraph, find paths ηi : I Ñ T8, i P t1, 2u such

that ηi is path-homotopic to `i in rY . In particular, let Hi : I� I Ñ rY , i P t1, 2u
be the path-homotopy from `i to ηi constructed in the third paragraph.

Because we chose γ to be reduced, we have Impp �H1q � U . Unique path-
lifting ensures that H1 has image in Npα,Uq and thus η1 has image in Npα,UqX

T8. If j0 ¤ J , then δ has image in Npα,UqXT8. In this case, η2 � `2 and rH2 is
the constant homotopy, which makes it clear that η2 has image in Npα,UqXT8.
If j0 ¡ J , then Impp�H2q � U and thus H2 has image in Npα,Uq. Thus η2 also
has image in Npα,UqXT8. Since η1 �η2 is a path from α to αβ in Npα,UqXT8,
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we conclude that Npα,Uq XT8 is path connected.

Definition 5.34. A topological R-tree is a topological space, which is metriz-
able, uniquely arc-wise connected and locally arcwise-connected.

It is known that every topological R-tree may be equipped with an R-tree
metric [11] and that R-trees are contractible [12]

Corollary 5.35. If Xj is locally finite for every j P N, then T8 is contractible.

Proof. As noted in Remark 3.3, if each Xj is locally finite, then rY is metrizable.
Thus T8 is metrizable. By Lemma 5.33, T8 meets the other conditions of
being a topological R-tree.

Definition 5.36. Fix k P N Y t8u, j P N with j ¤ k, and α P ntk,j . Identifyrf � rf8 in the case k � 8. Define
(1) Ek,j,α � rfkpTk,j,8q whenever j P N and 1 ¤ j ¤ k,

(2) and Ek � rfkpTkq
as subspaces of Zk (Z when k � 8).

Remark 5.37. For each k P N Y t8u we have rf�1
k pEkq � Tk. Indeed, if

x P rY¤kzTk, then x P rXk,j,αzTk,j,α for some j P N and α P ntk,j . This would

give rfpxq P Ck,j,αztck,j,αu, where Ck,j,αztck,j,αu is clearly disjoint from Ek. The

same reasoning gives rf�1pE8q � T8.
When k   8, Ek is a tree such that Zk consists of Ek with the space Ck,j,α

attached at ck,j,α P Ek.

Lemma 5.38. E8 is a uniquely arcwise connected and locally path-connected
subspace of Z such that

Z � E8 Y
¤
jPN

¤
αPnt8,j

C8,j,α.

Moreover, for each j P N and α P nt8,j, we have

Z � pC8,j,α, c8,j,αq _ pZzC8,j,α, c8,j,αq.

Proof. For the moment, fix j P N and α P nt8,j . Since rX8,j,α � rf�1pC8,j,αq
is closed in rY , C8,j,α is closed in Z. Additionally, recall from the start of the

proof of Lemma 5.33 that W8,j,α � rX8,j,αzp rYk,j,αz rXk,j,αq is open in rY . Since

W8,j,α � rf�1pC8,j,αztc8,j,αuq, the set C8,j,αztc8,j,αu is open in Z. This is
enough to give the wedge-sum factorization

Z � pC8,j,α, c8,j,αq _ pZzC8,j,α, c8,j,αq.

Since the above paragraph holds for all pairs pj, αq and

E8 � Zz

�¤
jPN

¤
αPnt8,j

C8,j,αztc8,j,αu

�
,
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it follows that E8 is closed in Z. Recall from Remark 5.37 that rf�1pE8q � T8

and so the restricted map rf |T8 : T8 Ñ E8 is a quotient map. Since T8 is path
connected and locally path connected by Lemma 5.33, so is its quotient space
E8. Additionally, Lemma 5.33 gives that T8 is uniquely arcwise connected.
Every fiber of rf |T8 : T8 Ñ E8 is either a point or a closed sub-tree of the form
T8,j,α. It follows easily that every point in E8 separates E8 into two disjoint,
open components. Therefore, E8 is uniquely arcwise connected.

The second statement of Lemma 5.38 implies that for each j P N and α P
nt8,j , there is a retraction µj,α : Z Ñ C8,j,α, that collapses ZzC8,j,α to c8,j,α.
Additionally, there is a retraction µ : Z Ñ E8, which collapses each C8,j,α to
c8,j,α.

Corollary 5.39. The spaces E8 and C8,j,α, j P N, α P nt8,j are retracts of
Z.

Corollary 5.40. If D is a Peano continuum in T8 or E8, then D is a dendrite.

Theorem 5.41. The restricted maps rf |T8 : T8 Ñ E8 and rg|T8 : E8 Ñ T8

are based homotopy inverses.

Proof. Since T8 and E8 contain the basepoints of rY and Z respectively, the
corresponding restrictions of rH and rG will verify the desired homotopy equiva-
lence if we show that rgpE8q � T8, rHpT8 � Iq � T8, and rGpE8 � Iq � E8.

Fix j P N and α P nt8,j . Recall that each of rg, rH, and rG are determined by

their restrictions rg8,j,α, rH8,j,α, and rG8,j,α. Therefore, it suffices to check thatrg8,j,αpE8,j,αq � T8,j,α, rH8,j,αpT8,j,α � Iq � T8,j,α, and rG8,j,αpE8,j,α �
Iq � E8,j,α. In all cases, we use the fact that Λ8,j,αpT8,j,αq � βαTj and
λ8,j,αpE8,j,αq � Ej,βα .

From the left square in Proposition 5.30, we have g8,j,α � Λ�1
8,j,α � gj,βα �

λ8,j,α. Recall from Section 3.3 that we have gj,βαpEj,βαq � βαTj . If follows
that rg8,j,αpE8,j,αq � Λ�1

8,j,α � gj,βα � λ8,j,αpE8,j,αq

� Λ�1
8,j,α � gj,βαpEj,βαq

� Λ�1
8,j,αpβαTjq

� T8,j,α

The same argument using the square in Lemma 5.28 for rH and the right square
in Proposition 5.30 for rG gives the other inclusions.

Combining the previous theorem with Corollary 5.35, we have the following.

Corollary 5.42. If Xj is locally finite for every j, then E8 is contractible.

Even when Xj is not locally finite, every Peano continuum in E8 is a den-
drite and therefore contractible. Nevertheless, the author anticipates that E8

is contractible even when Xj is not locally finite. However, this requires a char-
acterization of contractible, uniquely arcwise connected, and locally arcwise
connected spaces, which apparently does not exist in the current literature.
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5.5 Shrinking adjunction spaces in Z

Definition 5.43. Let S be t1, 2, . . .Mu or N. Let D be a path-connected space,
tdiuiPS be a sequence (of not necessarily distinct points) in D and tpAi, aiquiPS
be a corresponding sequence of based, connected CW-complexes. The shrinking
adjunction space with core D and attachment spaces tpAi, aiquiPS is the space
X � X \

²
iPS Ai{� where di � ai for each i P S. We give X the following

topology: a set U � X is open if and only if
(1) D X U is open in D,
(2) Ai X U is open in Ai for all i P S,
(3) whenever S � N and i1   i2   i3   � � � such that tdimumPN converges to

a point d P D X U , we have Aim � U for all but finitely many m P N.

Note that the case in Definition 5.43 where S is finite is simply to allow
for an ordinary finite adjunction space to be considered as a degenerate case of
a shrinking adjunction space. Note that D and all attachment spaces Ai are
retracts of X as defined above. Let ui : X Ñ Ai, i P N be the retraction that
collapses D and Aj for j � i to ai. The following is one of the main results of
[3].

Theorem 5.44. Let n ¥ 2 and X be a shrinking adjunction space as described
in Definition 5.43 where D is a Peano continuum with basepoint d0. Then
canonical homomorphism ΥX : πnpX, d0q Ñ

±
iPN πnpAi, aiq, ΥXpr`sq � prui �

`sq is a split epimorphism. Moreover, if D is a dendrite and Ai is an pn � 1q-
connected CW-complex for all i P N, then ΥX is an isomorphism.

In the next lemma we identify the relevant shrinking adjunction spaces
within Z.

Lemma 5.45. Let D � E8 be a dendrite and tpji, αiquiPN be a sequence of
distinct pairs where ji P N, αi P nt8,ji , and c8,ji,αi P D. Then tjiuiPN Ñ 8
and P � D Y

�
iPN C8,ji,αi is a shrinking adjunction space with core D and

attachment spaces C8,ji,αi .

Proof. To simplify our notation, we write Ai for C8,ji,αi .
First, we prove that tjiuiPN Ñ8. If tjiuiPN Û8, then there exists J P N and

i1   i2   i3   � � � such that jim � J and that αim � αim1 whenever m � m1.
Since tc8,J,αim umPN is a sequence in the compact set D, we may replace timu by
a subsequence so that tc8,J,αim umPN Ñ z for some z P D. Since all pairs pJ, αimq

are distinct and Zz rfpp�1py0qq is the disjoint union of the open sets rfpU8,j,αq,
we must have z � rfpαq for some α P p�1py0q. Since rgpC8,J,αim q � rX8,J,αim ,

we have am � rgpc8,J,αim q P rX8,J,αim where tamumPN Ñ rgpzq � α. Thus
tppamqumPN Ñ y0 in Y where ppamq P XJ for all m. This is a contradiction
since XJ is closed in Y and y0 R XJ .

With tjiuiPN Ñ8 established, note that the subspace P of Z has the under-
lying set of the desired shrinking adjunction space. Since D and all C8,j,α are
retracts of Z, Conditions (1) and (2) in Definition 5.43 hold; it suffices to check
Condition (3). Recall that the attachment points in D are dim � c8,jim ,αim .
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Suppose U is an open set in Z and that i1   i2   i3   � � � is such that
tdimumPN Ñ d for d P U . Suppose, to obtain a contradiction, that there exist
m1   m2   m3   � � � such that Aimr is not contained in U . By replacing tdimu
with the corresponding subsequence, we may assume that Aim � U for all m.
Then there exists am P AimzU for all m P N. Since tdimumPN Ñ d, dim P U for
all but finitely many m. Thus we may assume am � dim , i.e. am P Aimztdimu.

Using our characterization of the structure of Z again, we must have d P
D X rfpp�1px0qq. Since rf is bijective on p�1px0q (with inverse rg), there is a

unique β � rgpdq P p�1px0q � rY with rfpβq � d. Choose βm P rX8,jim ,αim withrfpβmq � am. For each m, we have βm � αimγm P rX8,jim ,αim for γm P rYjim .

Since tdimumPN � tc8,jim ,αim umPN Ñ d in Z, we have trgpdimqu Ñ β in rY .

The definition of rg ensures that rgpdimq P rY8,jim ,αim . Thus rgpdimq � αimδm for

δm P rYjim . In summary, tαimδmumPN Ñ β in rY for δm P rYjim .

Since rfpβq � d P U , rf�1pUq is an open neighborhood of β in rY . Find a

basic open neighborhood Npβ, V q � rf�1pUq where V is an open neighborhood
of y0 in Y . We may assume that there is a J such that Yj � V for all j ¥ J .
Since tjimumPN Ñ 8, we may find M such that jim ¥ J for all m ¥ M .
Additionally, since tαimδmumPN Ñ β, we may choose M large enough so that
αimδm P Npβ, V q for allm ¥M . Fixm ¥M . A path representing δm has image
in Yjim � V and thus αim P Npβ, V q. It follows that Npβ, V q � Npαim , V q. We

have γim P rYjim and jim ¥ J . Thus βm � αimγim P Npαim , V q � Npβ, V q �rf�1pUq. This gives am � rfpβmq P U ; a contradiction.

We refer to a subspace of Z of the form P � D Y
�
i C8,ji,αi as described

in Lemma 5.45 as a D-subcomplex of Z. Note that every D-subcomplex of Z
is a retract of Z. Indeed, since E8 is uniquely arcwise connected and locally
arcwise connected, there is a canonical retraction E8 Ñ D and this can easily
be extended to a retract of Z using the second statement of Lemma 5.38.

Corollary 5.46. Every Peano continuum in Z containing z0 is a subset of a
D-subcomplex of Z for some dendrite D � E8.

Proof. Let P � Z be a Peano continuum containing z0. Then D � P X E8 is
a dendrite. Since the sets C8,j,αztc8,j,αu are open and disjoint in Z (ranging
over all pairs pj, αq), P can meet C8,j,αztc8,j,αu for at most countably many
pairs pj, αq. Otherwise, the separability of P would be violated. Let pji, αiq
be an enumeration of the pairs pj, αq for which P meets C8,j,αztc8,j,αu. If the
sequence tpji, αiqui is finite, we define P to be the finite union P � DY

�
i C8,j,α

(this is trivially a shrinking adjunction space) and it is clear that P � P. We
now assume that tpji, αiqu is indexed by N. Since P is path connected, we must
have c8,ji,αi P D for all i P N. By Lemma 5.45, P � D Y

�
iPN C8,ji,αi is a

D-subcomplex of Z. Clearly, P � P.

Let DS be the set of D-subcomplexes P in Z such that z0 P P. Subset
inclusion defines a partial ordering of DS. Whenever P1 � P2 in DS, P1 is
a retract of P2 and so we have a canonical injective homomorphism ϕP1,P2

:
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πnpP1, z0q Ñ πnpP2, z0q. These maps form a directed system of injective homo-
morphism for which we have the direct limit limÝÑPPDS

πnpP, z0q. Moreover, since

each P P DS is a retract of Z, the homomorphism ϕP : πnpP, z0q Ñ πnpZ, z0q
induced by inclusion P Ñ Z is injective.

Theorem 5.47. For all n ¥ 2, inclusion maps P Ñ Z, P P DS induce a
canonical isomorphism ϕ : limÝÑPPDS

πnpP, z0q Ñ πnpZ, z0q.

Proof. Injectivity of each ϕP ensures that ϕ is injective. Surjectivity is a direct
consequence of Corollary 5.46.

Unfortunately, the isomorphism in Theorem 5.47 is impractical for under-
standing πnpZq in terms of the homotopy groups of the spaces Xj . We provide
another approach in the next section.

6 Main Results

6.1 The homomorphism Ψ and its image

The previous section implies that every map ` : In Ñ Z will have image in
some D-subcomplex of Z. Hence ` can meet countably many of the space
C8,j,αztc8,j,αu. Here, we show that an even stronger statement holds: we can
deform ` so that for any fixed j P N, ` will only meet C8,j,αztc8,j,αu for finitely
many pairs pj, αq.

Lemma 6.1. Every map ` : pIn, BInq Ñ pZ, z0q is homotopic rel. BIn to a
map `2 : pIn, BInq Ñ pZ, z0q such that for every j P N, the set of connected
components of p`2q�1p

�
αPnt8,j

C8,j,αztc8,j,αuq is finite.

Proof. Fix j P N and let ` : pIn, BInq Ñ pZ, z0q be a map. Since rf � rg � idZ , we

have `1 � rf � rg � ` � `. Let rκ � rg � ` and κ � p � rκ : pIn, BInq Ñ pY, y0q.

pIn, BInq

κ

{{

rκ
��

`1

##
Y rY

p
oo

rf
// Z

It suffices to verify the lemma for `1. We will use `1 to define a new map
`2 : pIn, BInq Ñ pZ, z0q. First, we define `2 to agree with `1 on the closed set
p`1q�1pE8q.

Let U be a contractible neighborhood of cj in Cj and let Uj,α � λ�1
8,j,αpUq be

the corresponding neighborhood of c8,j,α in C8,j,α. Let Kj,α : Uj,α � I Ñ Uj,α
be a based contraction, i.e. a based homotopy from the identity of Uj,α to
the constant map at c8,j,α. Fixing α P nt8,j , consider the open set Vα �
p`1q�1pC8,j,αzc8,j,αq in p0, 1qn. If W is a connected component of Vα, then
`1pBW q � c8,j,α. Now, if `1pW q � Uj,α, we define `2 to be constant on W ,
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that is, `2pW q � c8,j,α. On the other hand if `1pW q � Uj,α, we define `2

to agree with `1 on W . Define a homotopy L : In � I Ñ Z as follows: L is
the constant homotopy on p`1q�1pE8q and on any component W of Vα where
`1pW q � Uj,α. If W is a component of Vα where `1pW q � Uj,α, we define L so
that L|W�Ipw, tq � Kj,αp`

1pwq, tq for w PW , t P I.
For each k P N, it is straightforward to check that the projection σk � L :

In � I Ñ Zk is continuous. By Corollary 5.24, L : In � I Ñ pZ is continuous.
Thus L is a homotopy from `1 to `2.

To check that `2 has the desired property, suppose there is a j P N, distinct
α1, α2, α3, � � � P nt8,j , and points xi P I

n such that `2pxiq P C8,j,αiztc8,j,αiu.
By our construction of `2, we must have `2pxiq � `1pxiq � rf � rκpxiq P C8,j,αi .
Thus rκpxiq P rX8,j,αi in rY . Replacing txiu with a subsequence, we may assume

txiu Ñ x in In. The subsets rfpU8,j,αq, α P nt8,j of Z are all disjoint and
open in Z and the same is true of the subsets C8,j,αztc8,j,αu. This observation

with the fact that the αi are all distinct, gives rf � rκpxq P rfpp�1py0qq. Sincerκpxq P p�1py0q, we have κpxq � y0 P Y . In summary, we have κpxiq Ñ y0 in
Y where xi P Xj . However, this is a contradiction since j is fixed, Xj is closed
in Y , and y0 R Xj . We conclude that p`2q�1pC8,j,αztc8,j,αuq is non-empty for
finitely many α and has finitely many components when it is non-empty.

Recall that µj,α : Z Ñ C8,j,α denotes the canonical retraction.

Theorem 6.2. Let n ¥ 2. There is a canonical group homomorphism

Ψ : πnpZ, z0q Ñ
¹
jPN

à
αPnt8,j

πnpC8,j,αq

given by Ψpr`sq � prµj,α � `sq.

Proof. It is clear that Ψ well-defined with codomain
±
jPN
±
αPnt8,j

πnpC8,j,αq.
Lemma 6.1 ensures that Ψ has image in the subgroup

±
jPN
À

αPnt8,j
πnpC8,j,αq.

Next we characterize the image of Ψ using the topology on π1pY q.

Theorem 6.3. If r`j,αs P πnpC8,j,αq for j P N and α P nt8,j, then pr`j,αsq P±
jPN
À

αPnt8,j
πnpC8,j,αq is in the image of Ψ if and only if the closure of�

jPNtα P nt8,j | r`j,αs � 0u in π1pY q is compact.

Proof. Suppose t : pIn, BInq Ñ pZ, z0q and let tj,α � µj,α � t. Using the based

homotopy inverses rf and rg, we may assume that t � rg � rκ for rκ : pIn, BInq Ñ

prY , ry0q. Note that rfpαq lies on the unique arc in E8 from z0 to c8,j,α. Therefore,

if rtj,αs � 0, we must have rfpαq P Imptq. Since rf is bijective on p�1py0q (with
inverse rg) we must have α P Im prκq. Thus

�
jPNtα P nt8,j | rtj,αs � 1u �

Im prκq X p�1py0q � Imprκq X π1pY q. Since Imprκq is compact and π1pY q is closed

in rY , Im prκq X π1pY q is compact as a subspace of π1pY q. It follows that the
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closure of
�
jPNtα P nt8,j | rtj,αs � 0u in π1pY q is contained in Im prκq X π1pY q

and therefore compact.
For the converse, suppose paj,αq is an element of the codomain such that the

closure of A �
�
jPNtα P nt8,j | aj,α � 0u in π1pY q is compact. If A is finite,

then standard methods may be used to construct a map t : pIn, BInq Ñ pZ, z0q
such that Ψprtsq � paj,αq. From now on, we assume that A is infinite with

compact closure. Let B � AY
�
jPNtατj P

rY | aj,α � 1u. We have extended A

to B so that c8,j,α P rfpBq whenever aj,α � 0.
First, we claim that B is compact using a the following fact: for a sequence

tαiuiPN in A with αi P nt8,ji , we have tαiuiPN Ñ α in rY (and thus A) if and
only if tαiτjiuiPN Ñ α. The proof of this argument follows the same reasoning
used in the proof of Lemma 5.45 so we omit it. To prove compactness, suppose
U 1 is an open cover of B and let U � U 1 be a finite subset that covers A.
It is enough to show that there are only finitely many points of the form ατj
not in

�
U . To obtain a contradiction, suppose αiτji R

�
U for an infinite

sequence tpji, αiquiPN of distinct pairs. However, since A is compact, tαiuiPN
has a convergent subsequence tαimumPN Ñ α where α P A. Thus αimτjim Ñ α

in rY . However, α P
�

U and so αimτjim P
�

U for sufficiently large m; a
contradiction.

With the compactness of B established, let D be the union of all arcs in
T8 from ry0 the points of B. Clearly, D is uniquely arcwise connected. It is
straightforward to show that D is compact using the compactness of B. It
follows that D and D � rfpDq are dendrites. By our construction of B, we have
c8,ji,αi P D for all i P N. Thus, by Lemma 5.45, P � D Y

�
iPN Cα,ji,αi is a

D-subcomplex of Z.
Let ι : P Ñ Z be the inclusion and ΥP : πnpP, z0q Ñ

±
iPN πnpAiq be

the canonical homomorphism from Theorem 5.44 induced by the retractions
P Ñ Ai. Let Ξ :

±
i πnpC8,ji,αiq Ñ

±
jPN
À

αPnt8,j
πnpC8,j,αq be the inclusion

map induced by the projections
±
i πnpC8,ji,αiq Ñ πnpC8,ji,αiq (and trivial

maps in the other coordinates). It is straightforward to check that the following
diagram commutes.

πnpP, z0q
ΥP //

ι#

��

±
iPN πnpC8,ji,αiq

Ξ

��

πnpZq
Ψ
//
±
jPN
À

αPnt8,j
πnpC8,j,αq

Since ΥP is surjective by Theorem 5.44, we have ΥPpr`sq � paji,αiqi for some
r`s P πnpP, z0q. Now Ψprι � `sq � paj,αqj,α for rι � `s P πnpZq. This completes
the proof that Ψ is surjective.

Problem 6.4. According to Theorem 5.44, the homomorphism ΥP always has
a section. However, it is not clear to the author if these can be chosen in a
coherent way. Does Ψ : πnpZq Ñ ImpΨq always split?

56



6.2 The injectivity of Ψ when each rXj is pn� 1q-connected

In this section, we identify a case where Ψ is injective. In particular, we fix
n ¥ 2 and suppose that πmpYjq � 0 for 2 ¤ m ¤ n � 1 or, equivalently, thatrYj is pn � 1q-connected. We will directly use the injectivity result in Theorem
5.44.

Theorem 6.5. If rYj is pn � 1q-connected for all j P N, then the canonical
homomorphism

Ψ : πnpZq Ñ
¹
jPN

à
αPnt8,j

πnpC8,j,αq

is injective.

Proof. First, note that since rYj is pn�1q-connected and C8,j,α � rYj{βαTj � rYj ,
it follows that C8,j,α is pn� 1q-connected.

Let ` : pIn, BInq Ñ pZ, z0q be a map such that Ψpr`sq � 0. Since Imp`q is
a Peano continuum in Z, by Corollary 5.46, we may find a D-subcomplex P �
DY
�
iPN C8,ji,αi containing Imp`q. In particular, the core isD � Imp`qXE8 and

the attachment spaces are C8,ji,αi for a (possibly finite) non-repeating sequence
of pairs pji, αiq. By assumption the projection `j,α � µj,α � ` : pIn, BInq Ñ
pC8,j,α, c8,j,αq is null-homotopic in C8,j,α for all pairs pj, αq. In particular, for
each i P N, `ji,αi is null-homotopic in C8,ji,αi .

Let ΥP : πnpP, z0q Ñ
±
iPN πnpC8,ji,αi , c8,ji,αiq be the canonical homomor-

phism induced by the retractions P Ñ C8,ji,αi . According to Theorem 5.44,
ΥP is an isomorphism. Let ι : P Ñ Z be the inclusion map. As in the proof
of Theorem 6.3, let Ξ be canonical the inclusion homomorphism so that the
following square commutes.

πnpPq
ΥP

�
//

ι#

��

±
iPN πnpC8,ji,αiq

Ξ

��

πnpZq
Ψ
//
±
jPN
À

αPnt8,j
πnpC8,j,αq

Viewing ` as a map In Ñ P with ι � ` � `, we have Ξ � ΥP pr`sq � Ψpr`sq � 0
by assumption. Since Ξ and ΥP are injective, r`s � 0 in πnpPq. Thus r`s � 0 in
πnpZq.

6.3 The homomorphism Θ and a proof of Theorem 1.1

Finally, we put everything together to prove the main result of this paper.

Proof of Theorem 1.1. For each 1 ¤ j ¤ k and α P ntk,j , there is a canonical

retraction bk,j,α : rY¤k Ñ rYk,j,α. Fixing j P N, α P nt8,j , and letting %kpαq �
α1kγk for α1k P ntk,j , the lpc-coreflection of the inverse limit limÐÝk¥j bk,j,α

1
k

gives

a canonical retraction b8,j,α : rY Ñ rY8,j,α. In short, b8,j,α maps points outside

of rY8,j,α to the “nearest” arc-endpoint of rY8,j,α.
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Recall that we are still identifying rXj as a subspace of rYj and rX8,j,α as a

subspace of rY8,j,α. The quotient maps ζj : Yj Ñ Xj collapsing the attached
arc form the quotient map ζ : Y Ñ X, which induces the homotopy equivalencerζ : rY Ñ rX. Since rζ collapses the arcs of each rY8,j,α and maps rX8,j,α home-

omorphically onto its image, we will also write rX8,j,α to denote the subspacerζp rY8,j,αq of rX. Let rζ8,j,α : rY8,j,α Ñ rX8,j,α be the corresponding restriction

of rζ. There is a canonical homeomorphism Γ8,j,α : rX8,j,α Ñ rXj such that the
following square commutes.

rY8,j,α Λ8,j,α
//

rζ8,j,α
��

rYj
rζj
��rX8,j,α

Γ8,j,α

// rXj

In the same way, we constructed the maps b8,j,α, we may construct canonical

maps a8,j,α : rX Ñ rX8,j,α such that the following square commutes.

rY b8,j,α
//

rζ
��

rY8,j,α
rζ8,j,α
��rX

a8,j,α
// rX8,j,α

Note that both of the above squares are diagrams of based maps, Although, we
identify them in our notation, the basepoint of rX8,j,α is ατj if viewed as a sub-

space of rY and rζpαq if viewed as a subspace of rX. Putting it all together, we con-
sider the following diagram where all products are indexed over pairs pj, αq with
j P N and α P nt8,j . For example,

±
πnpYjq denotes

±
jPN
±
αPnt8,j

πnpYjq.

πnpZq
Ψ //

±
πnpC8,j,αq

±
πnpD8,j,αq

Roo

πnpY q

ζ#

��

πnprY q
rζ#
��

rf#
OO

p#
oo b //

±
πnp rY8,j,αq

±
pf8,j,αq#

OO

Λ //

±
prζ8,j,αq#

��

±
πnpYjq

±
ζj#

��

πnpXq

Θ

44
πnp rXqq#

oo a //
±
πnp rX8,j,αq Γ //

±
πnpXjq

In the above diagram,
• R is the product of the isomorphisms induced by the retractions D8,j,α Ñ
C8,j,α that collapse the attached arcs to c8,j,α.
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• b is induced by the maps pb8,j,αq# : πnprY q Ñ πnp rY8,j,αq,
• a is induced by the maps pa8,j,αq# : πnp rXq Ñ πnp rX8,j,αq,
• Λ �

±
ppj � Λ8,j,αq#,

• Γ �
±
pqj � Γ8,j,αq#,

• and Θ � Γ � a � q�1
# .

The bottom left square commutes by the definition of rζ. Commutativity of the
other two bottom squares follows from the two squares given earlier in the proof.
Because Ψ is induced by the retractions Z Ñ C8,j,α, a direct check shows the
top square commutes. Although the upper square depends on the choice of the
trees Tj , the lower squares do not. Previous results ensure that all maps except
for Ψ, a, and b are isomorphisms.

Recall from Theorem 6.2 that Ψ has image in
±
jPN
À

αPnt8,j
πnpC8,j,αq. It

follows from the diagram that Θ has image in
±
jPN
À

αPnt8,j
πnpXjq. Finally,

recall that there are canonical bijections nt8,j Ñ π1pY q{π1pYjq Ñ π1pXq{π1pXjq
(the first is the restriction of the projection π1pY q Ñ π1pY q{π1pYjq and the sec-
ond is induced by ζ). Thus we may canonically identify the indexing sets nt8,j
and π1pXq{π1pXjq. This gives the desired homomorphism Θ as described in the
statement of Theorem 1.1.

Lastly, when rXj is pn�1q-connected for all j P N rYj is pn�1q-connected for
all j P N. The homomorphism Ψ is injective by Theorem 6.5. It follows from
the diagram that b and a are injective. We conclude that Θ is injective.

Remark 6.6 (The image of Θ). Combining Theorem 6.3 with the diagram from
the proof of Theorem 1.1, a direct proof gives the following characterization of
ImpΘq: Letting Hj � π1pXjq, we denote elements of π1pXq{Hj by βHj . An
element p`j,βHj q P

±
j

À
π1pXq{Hj

πnpXjq lies in ImpΘq if and only if the closure

of
�
jPNtβ P π1pXq | `j,βHj � 0u in π1pXq (with the whisker topology) is

compact.

With Theorem 1.1 established, we identifying an alternative description of
πnpXq using the n-shape homotopy group π̌npXq � limÐÝk πnpX¤kq.

Corollary 6.7. Suppose rXj is pn � 1q connected for all j P N. Then the
canonical homomorphism Φ : πnpXq Ñ π̌npXq, Φpr`sq � prrk � `sq to the n-th
shape homotopy group is injective.

Proof. The homotopy equivalence ζ : Y Ñ X induces an isomorphism on πn
and π̌n. Since Φ is natural, it suffices to prove the result for Y .

Suppose 0 � r`s P πnpY q. Let r̀ : Sn Ñ rY be the lift of ` and `1 � rf � r̀. Sincerf and p induce isomorphisms on πn, we have 0 � r`1s P πnpZq. By Theorem
2.2, there exists j P N and α P nt8,j such that 0 � rµj,α � `

1s P πnpC8,j,αq.
Now σj maps C8,j,α homeomorphically onto Cj,j,α1 for some α1 P ntj,j and so
0 � rσj � `

1s P πnpC8,j,α1q. Since C8,j,α1 is a retract of Zj , we have 0 � rσj � `
1s P
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πnpZjq.

Y rYp
oo

rf
��

%j
// rY¤j

rfj
��

pIn, BInq

`

OO

r̀
;;

`1
// Z

σj
// Zj

Thus 0 � rσj �`
1s � rσj � rf � r̀s � r rfj �%j � r̀s. Since rfj is a homotopy equivalence,

0 � r%j � r̀s in πnprY¤jq. Since p¤j : rY¤j Ñ Y¤j induces an isomorphism on πn,

we have 0 � rp¤j � %j � r̀s � rrj � p � r̀s � rrj � `s in πnpYjq. We conclude that
there exists j P N such that rrj � `s � 0. Therefore, Φpr`sq � 0.

Remark 6.8. Recall from the introduction that standard homotopy theory
gives πnpX¤kq �

À
1¤j¤k

À
π1pX¤kq{π1pXjq

πnpXjq when each rXj is pn � 1q-
connected. Under this hypothesis, the previous corollary provides a canonical
injection of πnpXq into

limÐÝ
kPN

� à
1¤j¤k

à
π1pX¤kq{π1pXjq

πnpXjq

�
.

We point out that this inverse limit does not simply give the product over k
because the bonding maps are not product-projections. Rather, the bonding
maps correspond to the induced homomorphisms prqk�1,kq# : πnp rX¤k�1q Ñ

πnp rX¤kq.

6.4 The aspherical case

A path-connected space X is aspherical if πnpXq � 0 for all n ¥ 2. If X admits

a generalized universal covering rX, then rX has trivial homotopy groups. If X
is an aspherical CW-complex, then rX is contractible.

Lemma 6.9. If Yj is aspherical for every j P N, then E8 is a deformation
retract of Z. In particular, µ : Z Ñ E8 is homotopic to idZ .

Proof. Suppose Yj is aspherical for every j P N. Then each universal covering

space rYj is contractible. For all j P N and α P nt8,j , we have

C8,j,α � rY8,j,α{T8,j,α � rYj{βαTj � rYj ,
Thus C8,j,α is contractible. For each β P π1pYjq, fix a based contraction Kj,β :
Cj,β � I Ñ Cj,β , i.e. a based homotopy from idCj,β to the constant map at cj,β .
Define contractions Lk : Zk� I Ñ Zk so that Lkpz, tq � z for pz, tq P Ek� I and
so that the restriction of Lk to the subcomplex Ck,j,α � I is a map Ck,j,α � I Ñ
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Ck,j,α making the following square commute when Λk,j,αpTk,j,αq � βTj .

Ck,j,α � I
Lk //

λk,j,α�id

��

Ck,j,α

λk,j,α

��

Cj,β � I
Kj,β

// Cj,β

The maps Lk are clearly well-defined and since Zk � I is a CW-complex, Lk is
continuous. The same inductive argument used to construct the maps rgk,j,α can

be used to show that Lk � prsk�1,k � idq � rsk�1,k � Lk�1. Let pL0 : pZ0 � I Ñ pZ0

be the restriction of the inverse limit map pL � limÐÝk Lk : pZ � I Ñ pZ.
Define L : Z � I Ñ Z as follows: Lpz, tq � z for pz, tq P E8 � I. For each

j P N and α P nt8,j , we define the restriction of L to the subspace C8,j,α� I to
be the based contraction C8,j,α � I Ñ C8,j,α which makes the following square
commute.

C8,j,α � I
L //

λ8,j,α�id

��

C8,j,α

λ8,j,α

��

Cj,βα � I
Kj,βα

// Cj,βα

Clearly L is well-defined, Lpz, 0q � z and Lpz, 1q � µpzq. We have constructed
L so that σk � L � Lk � pσk � idq for all k P N (details required to verify this
are identical to previous arguments, e.g. the construction of rgk). Since Z � I is
locally path connected and the projections σk�L are continuous, L is continuous
by Corollary 5.24.

Proof of Theorem 1.4. Suppose each Xj is aspherical. Then each Yj is aspheri-
cal. We have the following sequence of maps.

rX rYrζ
oo

rf
// Z

µ
// E8

rg|E8 // T8

All of these maps except for µ are always homotopy equivalences. Since each
Yj is aspherical, Lemma 6.9 implies that µ is a homotopy equivalence. Since
every uniquely arcwise connected Hausdorff space is aspherical, T8 is aspherical.
Thus rX is aspherical. Moreover, if each Xj is locally finite, Corollary 5.35

implies that T8 is contractible. Hence, in this case, the sequence gives that rX
is contractible.
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